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Introduction

In modern diagnostic systems, built as supervised learning systems [1], an im-
portant role is played by software tools of pattern recognition [2, 3, 4, 5, 6], widely
applied to signals, obtained during patients examining. In general, the pattern
recognition task consists of two parts: training and recognition [5]. One issue in
automatizing of diagnostic systems is created by multiplicity of possible descrip-
tions of the same signals and the need to optimize their choice to ensure the re-
quired quality of diagnosis [3, 4, 5, 6].

The most important feature of recognizable biomedical signals and character-
istics is that their different elements can have a different impact on the quality of
recognition task by their nature and the numerical value — both positive and neg-
ative, to a greater and lesser extent [7, 8]. Thus, the effectiveness of recognition
procedures as part of patients diagnostic systems may have hidden reserves [7],
based on the possibility of elements exclusion from the signals portraits, which
affects the probability of correct pattern recognition.

The peculiarity of conducted research is that training of the recognition system
while processing a priori data enhances the probability of correct recognition by
eliminating from the signals portraits elements, which reduce the quality of the
recognition. Wherein the original, proposed by the authors, criterion of estimating
the information content of these elements is used.

The purpose of this work is to increase the effectiveness of biomedical signals
recognition in diagnostic systems with supervised learning, by choosing rational
structure of portraits based on the nature of their elements influence on the quality
of pattern recognition.

The object of research are the biomedical signals portraits elements and tools
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for their evaluation, comparison, and selection for the training stage of recognition
procedures as a part of medical diagnostic systems to determine the composition
of these portraits during deciding in pattern recognition.

The subject of research is informativity of recognizable signals features and
formal criteria for its evaluation based on a comparison of the statistical distribu-
tions of occurrence of different values of the features in training selections for
alternative versions of decisions. In addition, we propose and study the order and
tools to determine the rational composition of elements in the signals portraits,
which enhances the probability of correct recognition when working with the
newly incoming signals.

Task definition, tools and results of the studies in this paper are considered
and tested on an example of recognition of QRS-complexes types of patients
ECG. The St. Petersburg Institute of Cardiological Technics (Incart) contributed
these files to the PhysioNet database [9]. The elements of signals portraits are
samples of their specially introduced shape characteristics [7], which allows re-
ducing the influence of offset factors and vertical scale in the process of their
analyzing.

Purpose and research scheme. Test case used for illustration

The task of recognition in this paper is considered for the case of two classes
of signals. Their portraits are preassigned by an ordered set of features. The recog-
nition system is a supervised learning system. For training, it is provided with a
representative selection set of the signals of given classes. It is assumed that there
are no signals of the other classes during training. For simplicity, the assumption
is made that learning takes place in a single step.

The recognition procedure is based on a comparison of the next incoming sig-
nal with the standards for which we take the average of each signal class type,
defined during the training phase. Comparison of the signals is based on the cri-
terion of proximity of compared portraits with the calculation of their correlation
integral (scalar product). The decision is made in favor of the version with a larger
value of the specified criteria. The correctness of this approach is provided by the
obligatory normalization of vectors length of the portraits elements that represent
them in the space of features. If the portraits elements are samples of signals on
an equal discrete time grid, then such normalization provides the same energy of
compared sequences of samples. Then all the possible correlation values range
from -1 to +1 (inclusive).

Some elements of the portraits can [3] have a positive, the other — negative
impact on the quality of the signal recognition [7]. Thus, the task, considered fur-
ther, will consist in choosing by the system itself at the stage of learning such
subset of features from the original set in the composition of compared portraits,
which will lead to achievement of maximum quality of the recognition. Suppose
that the portraits of standards for different signals classes are of the same type —
In quantity, content and numbers of features taken into account.
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The probabilities of correct decisions and errors of the first and second kind
can be different for different outcomes. Thus, the criterion of the recognition qual-
ity will be half-sum of the correct solution probabilities. The influence of each
element in the signal portrait on the value of this feature will be treated as a nu-
merical measure of the informativity content of this element while determining
the appropriate portrait composition.

The scheme of considered study contains the following basic procedures for
analyzing signals during the training phase of the system. Preparation of standards
— the average signals of each class after a preliminary transition to the shape char-
acteristic [7]. Statistical evaluation of distribution through the probability of pos-
sible values of the elements in the portraits of signals for each their class and each
element — to obtain the families of histograms in the patterns classes. Evaluation
of informativity in portraits by formal features while using these histograms [3].
Then we rank the elements of portraits by their informativity (in decreasing order).
After that goes consistent reduction of the elements number in the portraits in the
manner, determined by their ranking — starting from the worst. Evaluation of
recognition quality values of the signals while the number of features in the por-
traits is being decreased. A decision on whether the number (and composition) of
features in the portraits is suitable.

At the stage of recognition, the newly received signal at first undergo a pre-
liminary conversion to the shape characteristic, followed by the selection to the
compared portraits of those elements that are defined at the learning stage, further
excluding discarded features, carrying out the necessary normalization of portraits
and their recognition in described way.

Evaluation of the effectiveness of this feature selection technology for signals
for their recognition is described further along with illustrated application of the
task of pattern recognition, which has a proven approach to solution and sufficient
statistics of initial data with conclusions. As a test case, recognition task of QRS-
complexes types in the ECG data in one lead of the patient with a certain diagnosis
is used. Initial ECG and classification of complexes types were obtained from
Internet database [9]. Processing was performed in MatLab using procedures de-
veloped for the study.

Informativity of features and approaches to its evaluation in the supervised
learning system

In an example, an ECG in the lead | with RR-intervals and reliable types of
complexes markup was taken for the analysis. The length of the record — half an
hour, sampling frequency — 257 Hz. There were three types of QRS complexes in
the database (Fig. 1) — N (Normal beat), A (Atrial premature beat), VV (Premature
ventricular contraction).
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nal addition X, to X, and norming the obtained result X; by module of this
vector. The usage of the shape characteristic of signals creates conditions that are
more favorable for recognition.

Further studies are presented for two types of complexes — N and A. Samples
of complexes shape characteristics are discussed as elements of their original por-
traits. An estimation of their informativity for subsequent selection in order to
increase the probability of correct pattern recognition is given.
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Implemented during studies, the Kullback criterion [3] is a difference measure
of these distributions that use Kullback information measure J, which can be ex-

pressed by the formula
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Z(p -, )ln— (1)

N N2|1

where M — a summation limit (the number of samples) of the operating range of
histograms, p; and ¢; — estimations of the probability distributions of values for
these features on these selections; N; and N, — selection volumes of corresponding
histograms.

The ¢ criterion, also expresses difference measure between the two histo-

grams. We considered that the similarity of these distributions could be estimated
by value of the correlation integral z*, set to the scale of [0; 1]. Therefore, for the
expression of differences of considered distributions, we proposed a value
a, =1—1z*. The setting of correlation integral z from scale [-1; 1] to the scale of
[0; 1] is carried out by the formula z*=%(1+z) [7]. The correlation integral is
calculated as the scalar product with pre-normalization of compared distributions.

The usage of first or second criterions has allowed to put in correspondence to

each feature the numeral value of its informativity — for the subsequent selection
of the best of them (Fig. 3).
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Fig. 3. Estimates of elements informativity of QRS-complexes portraits of the N and A types
by the Kullback criterion (a). Same for the «, criterion (b)

Comparison of the graphs shows that in this task the criteria manifest them-
selves close enough. This is indicated on graphs in the localization of the most
and the least informative samples and the nature of these dependencies. The cri-
teria allow a comparative estimation of the informative elements of portraits and
establish the expedient sequence of their selection to improve the efficiency of
pattern recognition.

The selection order of features and evaluation of quality improvement of
pattern recognition

The selection of features on their relevance to the pattern recognition was car-
ried out as follows. At first, the quality of the task solution was evaluated in the
full composition of features. Then their number was reduced, starting with the
worst in terms of informativity and determining the criterion values of pattern
recognition quality to the number of excluded samples.

The quality evaluation of the portraits recognition was performed statistically
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on the training data — by collecting and evaluating statistics of right and wrong
decisions. The scheme of calculations for each subset of the features in the
portraits was the same. After excluding the latest feature, a normalization of
standards was performed. For each of them, a decision was made about their type.
Given the marking records, the correct and wrong decisions were counted. The
value of the quality criterion of pattern recognition was calculated as average
value of fraction of each type correct decisions. Obtained results for &, criterion

are presented on Fig. 4.

> 1 Graph indicates the possibility of
= 0o improving the quality of pattern recog-
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S \T a number of elements with the lowest
g 07 h informativity. A similar result is ob-
§ 06 *~ tained by using Kullback criterion.
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Quantity of excluded samples According to the results of the re-
Fig. 4. Recognition quality of QRS- search, the following conclusions can
complexes types to the quantity of samples  be made.
excluded during their ranking by the «, In the test case it has been con-
criterion firmed that the use of certain compo-

nents of biomedical signals portraits can have a positive impact on the quality of
pattern recognition, others — almost neutral, creating redundancy of these por-
traits, third — negative, reducing effectiveness of solving this task.

Selection of the most informative features that are relevant for the signals
recognition by the formal criteria of possible values distribution comparison for
alternative images may be an appropriate stage of the study. Opportunities to im-
prove the quality of solving this task, and its effectiveness may be a few percent
of increasing the probability of making the right decision.

Presented procedures for evaluating the informativity and feature selection for
biomedical signals may be used in the supervised learning diagnostic systems of
pattern recognition in order to improve their quality.
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Ulynax O. I1., lllauuxos A. /]. Kpumepii ma npouedypu ouinku ingpopmamuenocmi ma
6i000py 03HAK MeOUKO0-0i0102iUHUX CUZHAIE 0NA iIX po3ni3nasanHa. Posensoaromves nu-
MAHHS OYIHKU THHOPMAMUBHOCME O3HAK 8 NOPMPEmax MeouKo-0i0102IUHUX CUCHANIE 3a (hop-
MATbHUMU KPUMEPIAMU NOPIBHAHHA CIMAMUCMUYHUX PO3NO0INI8 iIX 3HAUEHb 3a UMOGIPHICMIO,
00€epIHCYBaAHUX HA emAani HAGYAHHS CUCIEM PO3NIZHABANHSL, SKI HABUAIOMbCA 3 yuumenem. 3Ha-
YeHHs NOKA3HUKIB IHHhOpMaAmMUeHOCMI UKOPUCTOBYIOMbCA 0151 8BI0OOPY 03HAK NPpU hOPMYBAHHI
nopmpemie cxkopouerozo cknady. llooanvuie SUKNIOUEHHA MALOIHQOPMAMUBHUX O3HAK 3
PO321510y NOKAAOAEMbCS 8 OaHill poOOMI 8 OCHOBY PO3Kpumms i peanizayii pezepsie niosu-
WeHHs UMOBIPHOCMI NPABUTbHO20 PO3NIZHABAHHSA CUSHATIE 8 OIACHOCMUYHUX cCUCmeMax. 3micm
i pe3yibmamueHicms 3anponoHO8AHOI MeXHO02ii 0OPOOKU CUSHANI8 LIIOCMPYEMbC Mecmo-
BUM NPUKIAOOM y 3ACMOCYBAHHI 6 8upiulerHi nowupenoi 3adayi posniznasantns munie QRS-
KOMNIEKCi8, 3PYUHOI0 Y 8UNPOOYBAHHAX OOCHYNHICMIO HAABHUX 8UOIPOK OAHUX OJisl HABUAHHS
cucmemu po3ni3HaA6aHHA.

Knrouoei cnosa: meduxo-oionoziuni cueHanu, po3nisHasauHs, iHGHOpMamueHicms O3HAK,
HABYAHHA 3 YUUMETIeM.

Ulynax A. 11, llauuxos A. /. Kpumepuu u npouedypvt oyeHKu uH@opmamueHocmu u
omoopa npu3HaKo8 MeOUKO-0UO0N02UHECKUX CUZHAN06 0114 UX pacno3naseanus. Paccmampu-
8al0MCs BONPOCHl OYEHKU UHPOPMAMUBHOCIU NPUSHAKOE 8 NOPMPemax MeouKo-ouoiozuie-
CKUX CUSHATI08 NO (DOPMATbHBIM KPUMEPUAM CPABHEHUS. CIMAMUCIMUYECKUX PACnpeOeleHUll ux
3HAUeHUli NO 8ePOSIMHOCMU, NOJLYYAEMbIX HA d9mane 00y4eHUs pacno3HalowWux cucmem, odbyua-
emMblX ¢ yuumenem. 3HayeHus nokasameseli UHGHOPMAMUBHOCMU UCTIOIbIYIOMC 0l 0moopa
NPU3HAKO8 NPpU hOPMUPOBAHUU NOPMPEMO8 COKpauéHno2o cocmasa. Ilocnedyouee uckiove-
HUe MalouH@GOPMAMUEHbIX NPUSHAKOE U3 PACCMOMPEHUS NOa2aemcs 8 OAHHOU pabome 6 oc-
HOBY 8CKPbIMUSL U Peanu3ayuu pe3epeos noGululeHUs 6ePOAMHOCIU NPABUILHO20 PACNO3HABA-
HUSL CUCHANI08 6 OuacHocmuyeckux cucmemax. Cooeparcanue u pe3yibmamusHocms npeonaza-
emou mexuono2uu 06padomKu CUSHAN08 UTLTIOCMPUPYEMCs MeCmOo8blM NPUMEPOM 8 NPUTLONHCe-
HUU K pacnpocmpanénnoul 3aoayve pacnosnasanus munos QRS-komniexcos, y0o6HOl 6 npoeo-
OUMbBIX UCCNE008AHUAX OOCMYNHOCMbIO UMEIOWUXCS 8b100POK OAHHBLIX OJisi 0OYUeHUsi pacno-
3Harowel cucmembl.

Knrouegwie cnosa: meouxo-ouonocuyeckue cueHaubl, pacno3sHasanue, UHGoOpMamusHoCcms
NPU3HAKOB, 0OYUeHUe C yuumenem.

Bicnuk Hayionanvnozo mexniunozo ynieepcumemy Yxpainu «KIII»
Cepin — Paodiomexnika. Padioanapamodyoysanns. — 2016. — Ne66 85


http://dx.doi.org/10.1109/tsmca.2007.904745
http://dx.doi.org/10.1109/tsmca.2007.904745
http://visnykpb.kpi.ua/article/view/47101
http://visnykpb.kpi.ua/article/view/47101
http://dx.doi.org/10.1109/cbms.2006.65
http://dx.doi.org/10.1109/cbms.2006.65
http://circ.ahajournals.org/cgi/content/full/101/23/e215

Paoioenexkmponixka diomeOuyHUX mexnon02ii

Shulyak A. P., Shachykov A. D. Criteria and Procedures for Estimating the Informativity
and Feature Selection in Biomedical Signals for their Recognition.

Introduction. The issues of features informativity evaluation in biomedical signals portraits
according to formal comparison of their probability values, obtained during training of super-
vised learning recognition systems are being considered. The purpose of this work is to increase
the effectiveness of the biomedical signals recognition in diagnostic systems with supervised
learning, by choosing rational structure of portraits based on the nature of their elements in-
fluence on the quality of pattern recognition. Details. Informativity values are used for feature
selection in the formation of truncated portraits. Subsequent exclusion of less informative fea-
tures from consideration relies in this paper in the basis of disclosure and implementation of
reserves to increase the probability of correct recognition in diagnostic systems. Content and
efficiency of the proposed signal processing technology is illustrated by the test case in the
application to the common task of recognition of QRS-complexes types, useful for recognition
system training with its data selection. Conclusions. The use of certain components of biomed-
ical signals portraits, studied in the diagnosis of patients can have a positive impact on the
quality of pattern recognition, while others create redundancy of portraits or reducing effec-
tiveness of solving this task.

Keywords: biomedical signals, recognition, features informativity, supervised learning.
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