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Introduction. In the classic view, program-defined radio system (Software Defined Radio, SDR) is a central
processor, equipped with receiving and transmitting units. In order to speed up computational operations
in SDR systems it is proposed to use the system of residual classes as a mathematical basis. The results
of research conducted by various groups of scientists in order to find ways to improve the performance of
computing tools, methods of organizing an effective system for detecting and correcting errors, as well as
building reliable computer systems, make it possible to assert that, within the limits of positional number
systems, no fundamental changes can be expected in these areas without a significant increase in operating
frequencies and hardware complications. The advantage of this method is that a software radio system can
consist of several FPGAs and serve several independent radio channels, and reprogramming the properties
allows you to change the number and components of message processors depending on current operating
conditions.

Research method. The equations in this section show the parallel nature of the RNS, free from bit
transfers. These operations are called modular, because for it takes only one clock cycle to process the
numerical values. To convert numbers from the binary position number system to RNS we use an algorithm
based on the application of a distributed arithmetic. However, operations such as division, comparison of two
numbers, and the detection of a sign are laborious and expensive in RNS Several decisions were proposed for
these problem operations. They consist in the absence of the process of converting a residue into a binary
system (reverse transformation) by using digital-to-analog converters in RNS. On the other hand, choosing
the right set of modules is another important issue for building an effective RNS with a sufficient dynamic
range.

Results and analysis. Summing up some results, it can be noted that the system of residual classes allows
to significantly improve the parameters of a computer in SDR especially in functional block a Direct Digital
Synthesizers (DDS) in comparison with a computer built on the same physical and technological basis, but
in a positional system calculation, and also to receive new more progressive constructive and structural
solutions. The experimental results shows that the presented techniques offer interesting advantages for FIR
filters characterized by high dynamic range and high number of taps especially when full custom multipliers
are not available in the target FPGA architecture or when they must to be used for different purposes.
Conclusion. Thus, the proposed system introduces clear advantages over existing systems and shows
performance advantages and can be used to build modern communication systems. The proposed architecture
reduces the size of the pipeline adders and multipliers which is a very important factor in the design SDR
for fast work.
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Introduction

Study object. In the classic view, program-defined
radio system (Software Defined Radio, SDR) [1] is a
central processor, equipped with receiving and transmi-
tting units. The transmitting unit has a communi-
cation processor, whose main task is wrapping bi-
ts of transmitted data in modulation symbols and
their generation modulating signal of a specific system
communication that enters the digital-to-analog the
converter and further to the radio interface. The recei-

ving unit contains analog-digital converter, communi-
cation processor, signal demodulation and conversion
demodulated system symbols communication in data
bits. The role of the central CPU is processing custom
data exchange protocols.

Review of sources. Software-defined radio
systems can be implemented both on computati-
onal means of general purpose and on modern
programmable logic integral schemes (FPGA) that
allows you to create radio systems on the chip. At the
same time for FPGA limits are made radio interfaces,


http://radap.kpi.ua/radiotechnique/article/view/1538

22 Polikarovskykh A. L., Kovtun L. O., Karpova L. V., Gula L. V., Melnychuk V. M.

and also ADC and DAC. The use of FPGA does not
lead reduced system flexibility because FPGA can be
at any time completely or partially reprogrammed.
When using modern FPGAs [2] it becomes possi-
ble to create systems on based on the principle of
SDR on a single chip (Fig. 1). FPGA, unlike di-
screte digital signal processors allow you to create
many different programmable blocks processing on
a single chip, which ultimately leads to an increase
in quantity simultaneously serviced radio channels.
Software-defined radio system can consist of several
FPGAs and serve several independent radio channels.
A large number of communication processors provi-
des simultaneous processing multiple data streams. On
their own communication processors can be several
types, each optimized to work with a specific type
of signal. Also, individual processor types may be
allocated for signal analysis, collecting statistics or
packet filtering. Opportunities reprogramming (full or
partial) allow you to change the number and composi-
tion communication processors depending from current
working conditions. Using high-speed modern sequenti-
al transceivers as well as large the number of parallel
channels allows extend the interconnect structure
for single crystal limits and low cost merge several
FPGAs into the system. The main task to be solved
when developing such systems is efficient and flexible
interconnects structure [1]. Basic system requirements
interconnects are:

1. Ability to control the transmission rate for each
connection.

2. Presence of high-speed matrix switch.

3. Presence of simple bridges for fast combining
multiple chips into the system data processing.

4. Automatic detection of connection / di-
sconnection devices that is necessary for ensure
redevelopment used resources. Most suitable
for implementation interconnect structures sati-
sfying these requirements are nets on chip
(Network-on-Chip). In order to simplify routing
data streams the most convenient is packet data.

Digital receivers have revolutionized communi-
cation systems offering remarkable benefits when
compared to their analog counterparts. During the
last decade, Direct Digital Synthesizer (DDS) techni-
ques have become increasingly popular methods in
digital receiver designs and many ASIC vendors are
providing semiconductor solutions for digital communi-
cation systems. These systems yield significant benefits
in performance, density and cost as well as provide
high frequency resolution, fast and phase-continuous
frequency switching, exceptional linearity and excellent
temperature and aging stability. With the advent of
the new Field-Programmable Logic (FPGA) device
families, such as the Altera APEX 20K or the Xilinx

Virtex, and their increasing speed and density, many
new benefits are becoming available to radio frequenci-
es for the design of digital communication systems
using these devices [2]. Digital receiver chips perform
down conversion, lowpass filtering and decimation of
the sampled RF signal. The resulting bandwidth and
sample rate reduction makes it possible to perform
real-time processing of narrow and wide band radio
signals. Traditional numbering systems are commonly
used to build DSP systems with commercially available
FPGA technology. While FPGA vendors champion
their technology as a provider of system-on-a-chip
(SOC) DSP solutions, engineers have historically vi-
ewed FPGA as a prototyping technology [3]. In order
for FPGA to begin to compete in areas currently
controlled by low-end standard-cell ICs, a means must
be found to more efficiently implement DSP objects.
An arithmetic system capable of surmounting these
barriers is the residue number system, or RNS [4].

Taking into account the requirements for buildi-
ng high-performance SDR, including those applicable
in digital frequency and signal synthesis systems, the
main method for solving the problem of increasing
the speed of digital data being processed is confirmed,
namely, a method that allows building the structure of
a computing device of such a system with the maximum
parallelization of performing arithmetic operations.
This method in turn solves a number of tasks that are
put before the computing device:

- introduction of efficient algorithmic and

hardware structures of parallel type;
- application of advanced error control;

- use of variants of computer arithmetic, which
are best suited for high-speed implementations
of computational processes that require large
amounts of computation [4].

The use of the usual binary number system in
the course of performing arithmetic operations over
a large amount of data entails a number of diffi-
culties caused by the presence of inter-bit relationshi-
ps. This disadvantage, imposes limitations on the
ways of implementing arithmetic operations, thereby
complicating the hardware and limiting the system’s
performance. Therefore, it is expedient to use such
arithmetic, in which the bitwise relations in the
calculations were absent or were minimized. The ari-
thmetic possessing the specified properties is the non-
positioning system of numbering - the system of resi-
dual classes (RNS). Thus, the search for ways to
solve the problem of increasing productivity led to
the idea of independent parallel processing of data
and, consequently, the replacement of the usual binary
system with the system of residual classes.

In this system, the numbers are represented by their
remainders from dividing by the chosen base system,
and all rational operations can be performed parallel to
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the digits of each digit separately. However, a system of
residual classes that is so convenient in one respect is
inherent in a number of shortcomings in other respects:
the limited effect of this system on the field of positi-
ve integers, the difficulty in determining the ratio of
numbers in terms of value, determining the outcome
of an operation from a range, etc. In turn, these
shortcomings require effective ways to overcome them.
FPGA devices are organized in channels. Within these
channels are found short delay propagation paths and
dedicated memory blocks with programmable address
and data spaces, which are commonly used to synthesi-
ze small RAM and ROM functions. Performance rapi-
dly suffers when carry bits and/or data have to
propagate across channel boundaries. This work will
build upon previous works [3-6] and previous RNS-
DDS design experience [7].

To eliminate a large area on a chip, and accordingly
a large power consumption of the classic SDR, it is
proposed to use functional blocks in the SDR structure
based on the residual class system, such as filters, digi-
tal frequency synthesizer blocks and digital-to-analog
converters. In this work, it is necessary to develop
mathematical models of SDR with filters in the system
of residual classes, to investigate the dependence of the
area of functional blocks on the crystal on the order
of the filter. It is necessary to develop a method for
converting samples from the residual class system into
arbitrary analog signals and assess the effectiveness of
using chip area by such DDS.

1 Research method

In the RNS the numbers are represented in the
basis of mutually prime numbers, called modules 8 =
{p1,---pr}, GCD(p;,pj) = 1 where i # j.The product
of all modules RNS P = Y% p; is called the dynamic
range of the system. Any integer number 0 < X < P
can be uniquely represented in the RNS in the form
of the vector {z1,22,..., 2}, there 2; = [X| =
X mod p; [8].
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Dynamic range of RNS is usually divided into two
approximately equal parts, so that approximately half
of the range represented positive numbers, and the rest
of the range — negative. Thus any integer satisfying one
of the following two relations:

Pfléng;l

P P
<X <~
2~ 27
can be represented in the RNS.
The operations of addition, subtraction, and multi-

plication in a RNS are defined formulas:
A+ B= (O[l,OLQ,...OLn)i(ﬂl,ﬁg,...ﬂn)
= ((a1 £ 1) mod p1, (ag £ B2) mod pa, ...
ooy (o £ Br) mod py);

, for odd P,
(1)

for even P,

(2)

AXB:(Oll,OéQ,...Oén) X (617527“'571)
= ((Otl X Bl) mod pP1, (OLQ X ,82) mod p2,...
ooy (o X Br) mod py).

Equations (2) — (3) show the parallel nature of
the RNS, free from bit transfers. These operations are
called modular, because for their it takes only one
clock cycle to process the numerical values. To convert
numbers from the binary position number system to
RNS we use an algorithm based on the application of
a distributed arithmetic. K-bit number X is divided
into separate formats, for each of which is assigned a
pre-known number of B-binary discharges. Then the n-
bit binary number can be expressed as a combination
- positional formats with the dimension B bits. This
position of each format is assigned a specific weight 27,
where j =0,B,2B,..., MB.

(3)

M  B-1
x=% ( 3 mi)zj,

j=0 = i=0
where B — number of digits of the selected format;
M — the degree of the format; x; — a factor of 0 or
1, j=0,B,2B,...,MB is the position of the format;
i- the position of the digit in the format. Convert a
number from binary position code into the modular
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code is carried out using a modular summation of the
remainders modulo m;
) 7
"

X_ﬂ )

=0

B

-1
Z x,-2i
=0

i=

Restoring the number X by the remainders
{z1,22,....,25} is based on the Chinese residue
theorem

X = (4)

k
Z |Pi_1 |Pi Pi
i=0

where P; = 7. Element |P;"'| means a multiplicative

)
p

inverse for P; , by module p; [2].

The advantages of representing numbers in RNS
can be represented as follows:

1. Since there is no propagation of transfer between
arithmetic blocks in the RNS, and numbers of large
dimension are represented as small residues, this leads
to acceleration in the processing of data.

2. When presenting data using RNS, large numbers
are coded into a set of small residues, and accordingly
the complexity of arithmetic devices in each channel of
the module decreases, which facilitates and simplifies
the operation of the computer system.

3. RNS is a non-positioning system without the lack
of dependence between its arithmetic blocks; therefore,
an error in one channel does not extend to others,
which in turn facilitates the process of detecting and
correcting errors.

Thus, the use of RNS makes it possible to simplify
and reduce the architecture of electronic computing
devices, thereby increasing not only the speed, but also
the energy efficiency of products.

However, operations such as division, comparison
of two numbers, and the detection of a sign are labori-
ous and expensive in RNS. Many solutions have been
proposed for these problematic operations. Most of
them consist in converting the remainder into a bi-
nary system (the inverse transformation). On the other
hand, choosing the right set of modules is another
important issue for building an effective RNS with a
sufficient dynamic range.

2 Results and analysis

Results. Summing up some results, it can be noted
that the system of residual classes allows to signi-
ficantly improve the parameters of a computer in a
Direct Digital Synthesizers (DDS) in comparison with
a computer built on the same physical and technologi-
cal basis, but in a positional system calculation, and
also to receive new more progressive constructive and
structural solutions.

The essence of digital frequency synthesis is the
conversion of the digital code of the number A into

an analog harmonic signal with a frequency

Forx - A

foutziM , OSASM,

(5)

where Fop k- frequency of the clock generator; M is
a fixed positive integer, based on the application of the
periodicity property of a harmonic function analogous
to the property of arithmetic operations modulo the
ring of integers.

In the proposed device, the formation of a harmonic
oscillation X (t) = U cos(27 foust) is carried out by
obtaining its samples at times ¢t = At -k with the clock
frequency Feorx = 1/At.

Taking into account (5), the discrete samples of a
harmonic oscillation with amplitude U are described
by the expression:

X(At-k)=U-cos(2mfour - At - k) =

A
~At-kz>=

M

:U~cos(27§\?k), (6)

where k = 0, co. Since the cosine is a periodic function
then

=U - cos (271'FT .

ok 2
(;4) mod 27 = M”(k) mod M.

Several papers have proposed synthesizer solutions in
the system of residual classes [3,6,7].

Such modern DDS synthesizers can be used as
basic modules of the RNS-SDR system. Analysis of the
internal structure of the proposed synthesizers shows
that synthesizers can be selected with minimization of
the area or an increase in the rate of formation of the
synthesized signal [7]. If for traditional DDS we have
an exponential dependence of the occupied area on the
capacity of the phase accumulator, then for RNS-DDS
we have a linear dependence of the area on the capacity
of the synthesizer. It is shown that when the phase
word is larger than 12 bits, the area of a traditional
synthesizer begins to exceed the area of the RNS-DDS
synthesizer by 40% or more. If we use the optimization
of the synthesizer from the point of view of reducing
the magnitude of the delay of the synthesized signal,
the gain will be more than 50% or more.

As a rule, the DDS synthesizer or its NCO core
is present in the SDR system. These blocks take up
most of the synthesizer and reducing their area or
increasing performance is a significant improvement to
SDR systems.

In addition to DDS, digital filters perform
important tasks in SDR systems. Consider methods for
optimizing digital filters using a residual class system.

The direct digital synthesizer is implemented using
look up tables. These tables are addressed using the
results from a phase accumulator and has a quarter
wave symmetry to reduce the number of LUTs needed.
The harmonica signals are then multiplied with the
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input signal of the receiver. The decimation filter is
a programmable RNS filter the products in the fi-
lters are calculated using a series of modulo adders,
while the sums calculated using a regular adder tree
followed by a modulo stage, see Fig. 2. The receiver
was implemented for a RNS codes with a number of
dynamic ranges, ranging from 34- to 37-bit, and filters
of varying lengths, form 8 to 64 taps. The result of
the implementation shows that it is possible to increase
the throughput and reduce the complexity of a receiver
with certain dynamic ranges and filter lengths.

In [9] compare error free FIR filters with a
word length of 20 bits implemented in both RNS
and conventional 2’s complement. They come to the
conclusion that for transpose filters, if the number of
taps is greater than 8 the filter implemented using RNS
will be faster and, if the number of taps is greater than
40, it will use less area and energy. For direct FIR filters
the RNS implementation is slightly faster and the area
is smaller for filters having more than 16 taps. These
results are valid for both filters with programmable
coefficients and with constant coefficients. Also suggest
that the supply voltage for calculation of residues, not
in the critical path can be reduced as a way to further
reduce the power consumption of RNS filters. The
results show that the RNS filter has a large overhead
due to the conversion to and from RNS number, but
the lower area and power increase at a slower rate as
the number of taps.

The great advantage of the SDR, which is
completely implemented in the system of residual
classes, is the absence of the need for multiple conversi-
on blocks into the binary system. Such a unit is needed
only at the output of the system.

[ < >m ]—~[ m filter ‘—-
RNS
[<>m2 }—-[ me filter }—~ to
Binary
{ < >m J——[ ms filter }—-

Fig. 2. RNS implementation of a FIR filter

X(n) —y(n)

SDR systems typically use quadrature signals to
process signals. The Residue Number System allows
to represent complex numbers in a more efficient
manner. One efficient way is using the Quadratic Resi-
due Number System. This system has particular large
advantage when it comes to complex multiplication.
Using only two multiplications, as opposed to 4 or
3 when using normal 2’s complement. As said previ-
ously the main advantage of using the QRNS is that
a complex multiplication can be done using only two
multipliers. Arithmetic in QRNS is done the following

way

(X, X+, Y)=(X+Y, X" £Y"), -
(XX -y = (x-vxeyey O

Which means that addition is as complex using
QRNS as using ordinary RNS. However, multiplication
is easier. For each residue, two constant multipliers,
one adder and one subtractor is needed. Thus for a
QRNS number with N residues, a total of 2N constant
multipliers, N adders and N subtractor are needed to
convert a number form RNS to QRNS. To conclude are
the benefits the QRNS the ease of doing multiplication.
While the disadvantages are the overhead of converti-
ng from ordinary RNS to QRNS and the reduced
flexibility regarding the choice of residues when using
QRNS.

For the operation of the SDR-RNS system, it is
necessary to convert binary signals into the RNS and
directly analog signals into samples in the RNS system,
as well as the values of the RNS system into analog
form.

To convert from RNS to analog form, you can apply
a DAC in the system of residual classes [10]. It is also
necessary to use an analog-to-digital converter with
direct conversion of the analog signal and samples in
the residual class system.

Let’s consider ways of construction of the digital
synthesizer of frequency with a phase accumulator in
RNS system and sine-weighted DAC type. Usually, the
residue-to-analog (R/A) conversion is performed in two
steps where conversion to binary is an intermediate
stage. This degrades the performance of the overall
RNS by adding an extra overhead and increasing the
latency. Therefore, a direct R/A converter is sought
to solve that problem and make the RNS efficient.
The problem of direct R/A conversion has not been
sufficiently investigated yet. In this research area, the
author in [10] tackled that problem and suggested a
direct R/A converter based on mixed-radix conversi-
on (MRC). The main drawback with the MRC based
converter is the sequential nature of the algorithm, whi-
ch makes it slow for large dynamic range of frequenci-
es. We propose a direct R/A converter architecture
based on the Chinese Remainder Theorem (CRT).
The proposed converter eliminates the need for an
intermediate binary stage and can perform even better
than the conventional R/B converter. The need for a
large modulo adder is eliminated. Instead, a summer
operational amplifier along with a folding circuit is
used to perform modulo addition in the analog domain.
The proposed converter facilitates the implementation
of the CRT when direct conversion to analog form
is required and it is very adequate for large dynamic
range applications.

In contrast to MRC, the CRT is not a sequential
algorithm. The intermediate values can be generated
in parallel using ROM look-up tables. A proposed
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Fig. 3. Block diagram of the RNS ROM-less DDS

architecture for direct conversion from RNS to analog
representation is shown Fig. 3.

The synthesizer consists of the following functi-
onal blocks: the binary code converter into the RNS
system, the phase accumulator in the RNS, the RNS
processor, the conversion units based on the CRT, the
DAC units and the summing operational amplifier. The
frequency control word (FCW) is fed to the binary
code converter in the residual class system. In the
phase accumulator, the phase values are accumulated
for each of the residues in the RNS system. In the
RNS processor, the necessary transformations of si-
gnals — phase transformation, amplitudes, modulation
of the synthesized oscillation — occur. After this, the
received signal in the form of its values in the RNS
enters separately into conversion units based on the
CRT system. The resulting values are converted into
an analog form in the DAC units [10].

In order to realize an R/A converter based on the
implementation of the CRT, we need to modulo add
the intermediate values (partial sums of the CRT)
generated by the ROMs. Assume each residue has & bi-
ts, and then the partial sums are generated using three
(2% x 3k)-bit ROMs. These values are converted into
analog form using k-bit DAC-s. Conventional addition
is carried out by a summer operational amplifier.

Analysis. The resource savings obtained by using
RNS are always greater than 30% when the dynamic
range of the input data is 12 bits, while in case of 8 bits
the advantage depends on the number of taps. For the
FIR1 there are no savings but a small increment in the
resources usage due to the overhead of the conversi-
on blocks but savings up to 20% are obtained for
FIR5 and FIR 3 experiments. The experimental results
shows that the presented techniques offer interesti-
ng advantages for FIR filters characterized by high
dynamic range and high number of taps especially
when full custom multipliers are not available in the
target FPGA architecture or when they must to be
used for different purposes.

Table 1 presents the gain for filters up to the 10th
order, which shows that a gain of about 30% is easily
attainable.

For large dimension phase words, the size of the
ROM becomes the problem of the design for speed

DDS. In addition, reducing the size of the ROMs
reduces of the area of the whole converter. In terms of
power consumption, the proposed converter is expected
to consume an amount of static power, at least, equal to
the power consumed in the converter proposed in [10]
as both contain one operational amplifier and three
DACs. The proposed converter may consume slightly
more static power to achieve the 3k- bit resolution of
the DACs. On the other hand, the dynamic power of
ROMs is reduced as the size of the ROMs is reduced.

Tab6sn. 1 Comparison of RNS and TCS filters

Filter | Classic RNS Saving,
(#LUTs) (#LUTs) %
FIR1 | 788 804 -2
FIR2 | 1800 1460 18
FIR3 | 3632 2900 20
FIR4 | 6966 6356 8
FIR5 | 15203 12296 19
FIR6 | 1899 1252 34
FIR7 | 3338 2228 33
FIR8 | 6555 4308 34
FIR9 | 14043 9044 35
FIR10 | 29234 17545 40

Therefore, the proposed direct digital synthesizer
can be more efficient than a RNS DDS with conventi-
onal R/B converter and DAC and it eliminates the need
for a large modulo digital adder.

Conclusion

The paper discusses the principles of building SDR
systems in the system of residual classes. The main
functional blocks of such systems are proposed and
analyzed. Namely: a reference quadrature generator
based on a direct digital frequency synthesizer, filter
blocks in the system of residual classes, digital-analog
and analog-digital converters in the system of resi-
dual classes, quadrature converters, converters from
the system of residual classes to the binary system and
vice versa.

The key features of the proposed SDR-RNS
system are:
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— Ability to choose between the performance of the
system and its energy consumption (the crystal
area).

— The proposed architecture reduces the size of the
pipeline adders and multipliers which is a very
important factor in the design SDR for fast work.

The structure of a perspective SDR is analyzed.
The values of the potential reduce hardware costs and
methods for its improvement are analyzed. Thus, the
proposed system introduces clear advantages over exi-
sting systems and shows performance advantages and
can be used to build modern communication systems.

Future work: it is necessary to investigate the
dependences of the SDR chip area on the values of
the number system modules. It is also necessary to
compare the maximum operating frequencies of the
SDR receiver in the system of residual classes with the
SDR receiver in the classical number system. Such a
comparative study can be done on a fully functional
layout of the SDR system where both approaches are
simultaneously implemented in a single technological
basis.
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OIIpEeaEJIEHHBIX PASAOCUCTEM

Hoauxaposcxuxr A. U., Koemyn JI. O., Kapnosa JI. B.,
Iysa U. B., Meavruuyx B. M.

B craThe pacCMOTpEHBI IIPUHITUIIBL TIOCTPOEHUS U (DYH-
KIIMOHUPOBAHUS CHUCTEM, ONPEIE/IEHHBIX TPOrPAMMHBIM
obecneuenuem (Software Defned Radio, SDR). C wuesbio
YCKODEHMs BBIYUCINTEIbHBIX onepanmii B cucremax SDR
NPE/JIATAeTCd [PUMEHEHUE CUCTEMbI
COB B Ka4ecTBe MaTeMaTHUYeCKOH OCHOBBI IIOCTPOEHUS CU-
crem. IIpemMmymiecTBOM IIPUBEIEHHOIO METOIA SIBJISIETCS
TO, YTO NPOTPAMMHAs PAIUOCUCTEMA MOXKET COCTOSATH U3
meckosibkux IIJIMIC u obciryKuBaTh HECKOJIBKO HE3aBU-
CHUMBIX DaMOKAHAJIOB, & IEePerpOrpaMMUPOBAHIE CBONCTB
M03BOJISIET U3MEHATh YHUCI0 U COCTABJISIONINE TIPOIIECCOPDI
Co00IIeHnii B 3aBUCUMOCTHA OT TEKYIIUX yCJIOBHM POOOTHI.
IIpuBenenst nmpobemsr (HOPMUPOBAHIS BBHIXOJIHOTO CUTHA-
sa. Onucanpl 0COGEHHOCTH BHEAPEHUs! OIepPaIuii IPSIMOTO
U 00PaTHOIO 1IPE0OPA3OBAHMI C IO3UIIMOHHBIX HA HEIIO3HU-
IMOHBIE CHCTEMBl UCUNUCIEHUsA. PaccMOTpeHa CTpyKTypHas
mozesib SDR, ¢ nipsiMbiMu inhpOBBIMU CHHTE3aTOPAME Ya-
crorer, ITAII, AIIII, uudposbivu duabrpaMu B cucreMe
OCTATOYHBIX KJIACCOB. PaccMoTpeHsr MeToabl mpeobpa3oBa-
HHUSI CUCTEMbI OCTATOYHBIX KJIACOB B AHAJIOIOBBINM CUTHAJL.

OCTAaTOYHBIX KJIacC-

Paccmarpusatorcs 1ipobsembr 3¢ HeKTUBHOIO UCII0Ib30Ba~
HUS TI0ma u Kpuctaawia mig SDR u ymenbirenns 3aaep-
K€K B (OpMUPOBAHUU BBIXOHOTO CHUTHAIA. llosrydennsbie
Pe3yJIbTATHI IIOKA3bIBAIOT NIMPOKHUE BO3MOXKHOCTH IIPUMEHE-
HUS TPOTPAMMHO OIPEIe/IeHHON PAJUOCUCTEMBI B CHCTEME
OCTATOYHBIX KJIACCOB.

Kuaruesoie caosa: AIIL; ITATT; npsivbre nudpoBble CHH-
TEe3aTOPBI; CUCTEMAa OCTATOYHBIX KJIACOB; MPOTPAMHO OIIpe-
JesieMble PaIu0CUCTEMbI

Bukopucranuga cuUCTEMH 3aJUIIKOBHUX
KJaciB dK MaTeMaTHYHOI OCHOBHU IJid
IpPOrpamMHO-BU3HAYEHUX PAAIOCHCTEM

Hoanixaposcvrux O. 1., Koemyn JI. O., Kapnosa JI. B.,
I'yaa 1. B., Meavruuyx B. M.

Beryn. YV rpamumiifiHoMy BHIIAOi, IPOrPAMHO-
BusHauena pagiocucrema  (Software Defined Radio,
SDR) saBisie 06010 OGumCIIOBaIbHE AAPO, 00JIATHAHE
NpUHMaIbHO-TIepeTABABHIMI OJI0KaMi. 3 MeTOI0 IIph-
CKOPeHHs 004YMCJIIOBAIbLHUX omepariii y cucremax SDR,
IPOIOHYETHCA Y AKOCTI MATEMATHIHOI OCHOBU 3aCTOCyBa-
HHSE CHCTEMU 3aJIMIIKOBUX KJaciB. Pe3ynabraTy momepemmix
MOCTI/IZKEHb, M0 TPOBOJWINCH PI3HUMU T'PYHaMH BYEHUX
3 METOI0 MOUIYKIB IIIAXIB MABUIIEHHH IIPOIYKTHUBHOCTI
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00YUC/IIOBAJIbHUX 3aC00iB, MEeTO/IIB Oprai3aril eqpeKTuBHOT
CHCTEeMU BUSIBJICHHSI Ta BUIIPABJIEHHS TMOMWJIOK, & TaKOX
no0yI0BU HAIMHUX OOYMCIIOBAIBHUX KOMILIEKCIB, HAIOTh
MOXKJIMBICTb CTBED/KYBAaTH, IO B MeXKaX IO3UIIHHUX
CHCTEM 4YKCJIEHHSI HE MOYXKHA OYiKyBaTH TPUHIIMIIOBUX
3pylieHb B JAHWX HAMpPsIMKaX 0e3 CyTTEBOro 30i/bINeH-
H POOOYMX HYACTOT 1 YCKJIAJHEHHS AMapaTHOI YACTUHU.
TlepeBaroio mpoMOHOBAHOrO0 METOAY € Te, IO MPOrPAMHA
pamiocucTemMa Moxke CKaamarucs 3 gekiabkox ILJIIC i
00C/IyroByBaTH [€KiTbKa HE3aJeKHUX pPaIiOKAHAIIB, a
MMepernporpaMyBaHHsT BJIACTUBOCTEN O3BOJISIE 3MIHIOBA-
TH YHCJ0 1 CKJIAJ0BI TIporiecy OOpOOKW TIOBiZIOMJIEHH B
3aJI1€2KHOCTI BiZT HOTOYHUX yMOB PODOTH.

Meron pocaigzkenHsi. B po3aini npoanasizoBano ma-
paJebHICTh aprudMETHYHI OTIePaIlii y CUCTEeMI 3aJTUIITKOBIX
kaciB. Ili omepariii HA3WBAIOTHCHA MOIYTIHHUMU, OCKLIBKHA
715 OOPOOKY YHCI0BUX 3HAYEHb BUKOPUCTOBYIOTH HEBEJIMKL
3aJIUIIKY JIIJIEHHsT HA T€BHUI HAOIp MOIYJIB, a I J01a-
BaHHS 1 MHOXKEHH$I MOTPIOHO JIMINE OJWH TAKTOBHMN ITHKJT
poboru 0b6uuc/IIoBaJIbHOI cucremu. st IepeTBOPEeHHS Yu-
cen i3 gBiifikoBoi cucremu y RNS BuKOpHCTOBYETHCS aaro-
puTM, 3aCHOBAaHHUI HA 3aCTOCYBAHHI KUTANCHKOI TeopeMm
po 3ajumku. IIpore Taki omeparii, siK 1M0/1iJ1, [IOPIBHAHHS
JBOX YWCEJI 1 BUSBJIEHHS 3HAKA, € CKJIAJHUMU 1 PECypCo-
zarparauvu B RNS. [Ing nux npobiemMuux oneparniit 6ysio
3aIIPOIIOHOBAHO KijbKa pimeHb. BoHu mosaraiors y Biacy-
THOCTI TIPOIIeCy ITePeTBOPEHHI 3a/IMIIKYy B OiHAPHY cHUCTEMY
(3BOpOTHE MEpPETBOPEHHS) IIAXOM 3aCTOCYBAaHHSA IH(bPO-
anasioropux nepersopiosadis y RNS. 3 inwmoro 6oky, Bubip

MPaBUILHOTO HAOOPY MOIYJIB € Ile OJHUM BaKJ/IMBUM IIU-
TaHHaM i moOymoBu edexktuBHOTOo RNS 3 mocrarHim
OAHAMIYHAM TIamia30HOM.

Pesynbratu Ta ananis. [linpongaum miacyMKu qesaKux
Pe3yJIbTaTiB, MOXKHA 3a3HAYUNATH, IO CUCTEMAa KJIACIB 3aJIH-
MIKIiB JT03BOJISIE 3HAYHO MOJIITITATH TTAPAMETPH 00UNCTIOBA~
4qa y SDR, a ocobimBo y dyukiionansaomy 610kosi Direct
Digital Synthesizers (DDS) y nopisasuni 3 o6auc/oBaqem,
nobyroBaHUM Ha Tiil ke Gi3wuHii i TeXHOIOTITHIN OCHO-
Bi, ajle B MO3UINHHIA OOYMC/IIOBAJIBHIN CHCTEMi, a TaKOXK
OTPUMAHHS HOBHUX OlJIbIl IPOIPECUBHUX KOHCTPYKTHUBHUX
i CTPpYyKTypHHEX pimeHb. ExcriepuMeHTabHI pe3ysIbTaTH I0-
Ka3yI0Th, IO MPeCTaB/IeHI METOIM MAI0Th 3HAYHI IepeBaru
mist nudposux binerpis y SDR, ski xapakrepusyorbes
BHCOKHM JOMHAMIYHUM Jialla30HOM 1 MAIOTh BEJIUKY KiJIb-
KICTIO JIAHOK, OCOOJIMBO KOJIM TIOBHI IIEPEMHOXKYBadl He
pocrynsi y uiyibosiit apxitekrypi FPGA, abo koiu i nepe-
MHOXKYBadi IOBUHHI BUKOPUCTOBYBATHUCH JJIA PI3HUX ITiJTeit.

BucuoBku. TakuMm 49mHOM, 3aIPONOHOBAHA CHCTEMA
BHOCHTbD sIBHI II€epeBaru mepes iICHYIOYMMU CHCTEMAMH i T10-
Ka3ye MepeBaru MpOAyKTUBHOCTI OOUMC/IIOBAIILHUX OIEpa-
miit i Moxke OyTH BUKOPHUCTAHA Il TOOYI0BU CyJIaCHUX CH-
creM 3B’g3Ky. 3alPONOHOBAHA apPXITEKTypa 3MEHIIYE PO3-
MipH KOHBEEDPY CYMATOpDIB i MepeMHOXKYBAdiB, IO € IyXKe
BaKJIMBUM (AKTOPOM IIpH PO3POOII BHCOKOIIBHIKICHUX
SDR.

Karowosi caosa: AIIIT; ITATI; npawmi mudposi cuaTesa-
TOpHU; CHCTEMA 3aJIUIIKOBUX KJIACIB; MPOrPAMHO BU3HAYUEH]
paziocucremu
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