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The study is dedicated to the issue of investigation of the lung sounds digital analysis processing methods,
searching for new informative features of pathological respiratory sounds and using machine learning methods
for classifying the state of the bronchopulmonary system. In particular, the use of various methods of
lung sounds analysis is considered, namely: frequency, time-frequency, wavelet, and mel-frequency cepstral
analysis. The application of signal processing methods to the problem of respiration signals analysis is
considered in the paper. In order to investigate the possibilities of machine learning to the problem of
classification of respiration signals, the dataset of lung sounds of 296 recordings, which represent 3 classes:
norm, bronchitis, and chronic obstructive pulmonary disease, was used in this work. The purpose of this
study is to identify and compare the informative features of the lung sounds obtained with different signal
processing methods, as well as to choose the classification method that provides the highest accuracy in
the identification of the bronchopulmonary system condition. To obtain frequency features, power spectrum
density dependence on frequency was calculated for respiratory signals using fast Fourier transform method.
The spectral measures, as well as ratios of spectrum powers in different frequency bands, were defined. To
extract the spectral-temporal features of the lung sounds, the spectrograms of the analyzed signals were
investigated. The mean time dependences of the power spectral density in the indicated frequency ranges
were determined. The sum of magnitudes values of the power spectrum curve for each frequency band was
used as the features obtained from the spectrogram. The ratios of the energies corresponding to detail levels
of the wavelet decomposition to the total energy of the decomposed signal were used as the parameters of
signal recognition based on wavelet analysis. The logarithmic (mel) filterbank energies, averaged over time
frames, depending on channel index and time, as well as mel frequency cepstrum depending on cepstrum
index and time, are proposed to use as features derived from mel-cepstral analysis. The supervised machine
learning based on decision trees, discriminant analysis, support vector machines, logistic regression, k-
nearest neighbors classifiers, and ensemble learning were applied to determine the best classification models
for computerized disease screening. The accuracy of the different classifiers using these feature sets was
determined and compared. Based on this, a combination of features and classifiers, which provides the
highest accuracy of lung condition recognition, reaching 93%, is proposed.
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Introduction

Respiratory diseases are a huge global health
burden. It is estimated that in 2019, 235 million people
had asthma, more than 200 million people had chronic
obstructive pulmonary disease (COPD), 65 million
patients had moderate to severe COPD, 1-6% of the
adult population (over 100 million people) had respi-
ratory problems during sleep, 8.7 million people get
suffer from tuberculosis each year, millions of people
live with pulmonary hypertension, and more than 50
million people struggle with occupational lung diseases,

totaling more than 1 billion people with chronic respi-
ratory disease [1,2].

But 2020 year made significant adjustments to
these statistics, making it much worse. The global
catastrophe with the spread of COVID-19 posed new
tasks and challenges to humanity. Virologists are
searching for the development of a reliable vaccine
every day, and humanity hopes to solve this problem as
soon as possible. Unfortunately, many other problems
arose in parallel. Patients who have suffered and been
cured are needed further monitoring of their respi-
ratory condition, as it is not known what exactly
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complications may occur after such a severe illness.
Since the listed diseases are supplemented by the usual
seasonal colds, which may be accompanied to one
degree or another by lung disease, the problem of early
diagnosis is very urgent in our time. The joint work of
researchers, engineers and doctors to find a convenient
and reliable tool for diagnosing and monitoring lung
diseases is currently a promising and urgent task. Also,
with such a flow of lung diseases, it is important to
have an instrument that can quickly classify the state
of the bronchopulmonary system with high accuracy
according to certain categories [3]. Machine learning is
increasingly being used for this purpose [4-7].

The vast majority of respiratory diseases are
accompanied by various disorders of air movement
through the respiratory system, which lead to the
appearance of distinctive noises (sounds). Despite the
development of technical diagnostic tools, auscultation,
which is listening to the sounds of breathing, remains
the most common non-invasive method of diagnosing
respiratory diseases [8].

The sensitivity (threshold of audibility) of the
human hearing organ and its ability to distingui-
sh sounds by volume and frequency vary signifi-
cantly from individual to individual. In addition, due
to the peculiarities of the human organ of hear-
ing at high volume, high-frequency sounds subjectively
seem louder than low-frequency sounds. At the same
time, “sound memory”; talent and training of a doctor
are extremely important for the auditory analysis of
breathing sounds. For the average doctor, memorizing
and analyzing all the nuances of such complex and
highly informative signals, such as noises and wheezing,
is a difficult task [9,10].

Over the last 50-60 years, serious research work has
been carried out to study the possibility of recording,
visualization and classification of respiratory sounds
based on instrumentalities and methods of electronic
technology. The efforts of research centers around
the world are coordinated by the International Lung
Sounds Association [11].

The advantages of using electronic auscultation
technology are obtaining high-quality audio signals
regardless of the ability of the hearing organ of the
doctor, the ability to repeatedly listen and compare
the recorded signal with samples or later recordings, for
example, in the recovery process. Due to the ability to
create databases of breathing sounds, it is now possible
to exchange relevant samples between research centers
and learn from a large number of samples. Finally,
such a system creates the preconditions for solving
telemedicine problems, as the received signals can be
accumulated and processed remotely, including the use
of mobile communications [12-14].

A large number of numerically diagnostically
valuable parameters can be obtained from the recorded
lung sound signal by means of digital processing and
analysis. The automated recognition of respiratory noi-

se types can be applied to recorded respiratory sounds.
Analysis of respiratory sounds by various methods
provides a large number of parameters, which can
be difficult for unambiguous perception by a doctor.
Therefore, an important task is to classify lung sounds
into certain categories. This problem can be solved by
creating systems for identifying and classifying lung
sound parameters that will help the doctor in the
diagnosis process.

Such systems can be used for mass monitoring
and screening of the population to detect respiratory
pathologies without the use of the X-ray or computed
tomography (CT) methods and thus reduce radiation
exposure and congestion in CT labs.

Many technologies and mathematical approaches
are currently used for digital analysis of lung sounds.
Among these methods spectral analysis, spectral-time
analysis, correlation analysis, and wavelet transform
have gained wide popularity. Each of the methods has
its own disadvantages and advantages. Unfortunately,
a lot of the approaches, as a rule, are directed for
a specific task: either for certain diseases, or for a
database. Many of the methods require special signal
preprocessing. Therefore, the search for a universal
analysis method capable of giving high results for a
wide range of diseases and data sets is an urgent task
[15-18].

In recent years, mel-frequency cepstral analysis has
become increasingly popular among tasks for process-
ing human sounds signals, for example, voice, cardiac
sound [19] or even some types of lung sounds [20]. Thus,
the use of this method is promising for application to
audio signals of the human body.

1 Materials and methods

For assessing the efficiency of the methods for
lung diseases detection, a database CORA provided
by the Institute of Hydromechanics was used in this
research [21,22]. The dataset of lung sounds consists
of 296 recordings with sampling frequency of 3496 Hz
and duration of 18 seconds. According to literary
sources [23, 24], the main informative part of the
lung sounds spectrum is in the range from 100 to
1500 Hz. Therefore, the sampling rate that was used
when recording the signals is sufficient. If the technical
characteristics of other recording devices are different,
it is advisable to oversample the signals using bandpass
filters for a given frequency range. In the used database,
classes of recordings can be distinguished as: class 1-
recordings of lung sounds in norm (112 signals), class 2
- lung sounds of patients suffering from bronchitis (84
signals), class 3 - lung sounds of patients with chronic
obstructive pulmonary disease (100 signals). With this
ratio of signals in classes, the sample can be considered
balanced.

To extract the features from frequency domain,
power spectrum density (PSD) dependence on
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frequency was calculated for respiratory signals using
fast Fourier transform method. The signal mean value
was subtracted from the investigated signals to avoid
taking into account the contribution of the signal
at zero frequency. Non-periodic symmetric Hamming
window was applied in order to minimize the effect
of spectral leakages. Four frequency bands were used
for feature extraction: high frequencies (HF) — from
1000 to 1500 Hz, mid frequencies (MF) — from 500 to
1000 Hz, low frequencies (LF) — from 200 to 500 Hz, and
very low frequencies (VLF) — from 100 to 200 Hz. We
did not utilize the band from 0 to 100 Hz to characterize
respiratory signals due to the significant influence of
the heart sounds in this frequency band.

The following 8 spectral measures were calculated
for each signal: normalized power in high, mid, low and
very low frequencies ranges, ratios of spectrum powers
in different frequency bands Py rr/Pur, Pyr/Par,
Prr/Pur, Pvrr/Pyur, Pvir/Prr.

To extract the spectral-temporal features of the
lung sounds in norm, bronchitis, and chronic obstructi-
ve pulmonary disease, the spectrograms of the analyzed
signals were calculated (Fig. 1). The settings of the
spectrogram were defined as follows: hamming window
of duration 2ms, 50% windows overlap (1 ms step) and
1Hz step for frequency in range from 100 to 1500 Hz.

The submatrices were extracted from the
spectrogram in order to define spectral-temporal
features in HF, MF, LF, VLF ranges. The mean time
dependences of PSD in mentioned frequency ranges,
obtained by averaging all the values in the taken
frequency range corresponding to the current time
moment, were defined. As features for lungs condition
recognition, derived from the spectrogram, the sum of
magnitudes values of the obtained curve was used for
each frequency band that gave us 5 features.
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Fig. 1. Spectrogram calculated for a respiration signal
of a patient suffering from bronchitis

To recognize the signs of pathological changes in
respiratory signals, the features of multilevel wavelet

transform (MWT) were also defined. The respi-
ratory signal can be represented by MWT as a sum
of an approximation component a, and the detail
components d;:

S:an+idi7
i=1

where n — the number of decomposition levels.

The investigated signals were decomposed using
symmetrical wavelet function of the 5-th order up to
the 5-th level of wavelet transform (Fig. 2).
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Fig. 2. Wavelet decomposition up to the 5-th level (with

a "symmetric” wavelet of the 5-th order) performed

for a respiration signal in norm. The details d; —dy

representing the frequency regions of interest are shown
in red color

The analyzed signals are sampled at 3496 Hz and
have maximum informative frequency content till
1748 Hz. The series of wavelet-based highpass and
lowpass filters repeatedly divide the input frequency
range. Consequently, the detail component d; represent
the most high-frequency part of the signal in the range
from 874 to 1748 Hz. The detail component dy reflects
frequency content from 437 to 874 Hz; ds corresponds
to the subband from 218,5 to 437 Hz; and ds frequency
content lies from 109,25 to 218,5 Hz.

The approximation a5 and the detail component d5
together capture the most low frequency components
of respiratory signals, which are below 109,25 Hz. We
did not use these components for feature extraction
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of the lung sounds in order to avoid the heart sounds
influence.

The spectral parameters originated from the details
d1—d4 were calculated to distinguish between signals in
norm, bronchitis, and chronic obstructive pulmonary
disease. Power spectrum density dependence on
frequency was calculated for each wavelet component
as, ds, dy, ds, do, and dy, using fast Fourier transform.

Then the total energy of each component was defi-
ned as sum of all magnitudes in PSD. As parameters
for signal recognition, we used the ratio of the energy
of each detail dy, ds, d2, and dy to the total energy
of the decomposed signal, which can be defined as
the sum of energies of all the components of wavelet
decomposition:

Ry =

J

(Pa,5 + Zle Pdi) ’

where j=1,2...4. Thus, we got 4 spectral parameters
Ra,, Ra,, Ra,, Rq,, which reflect the contribution of
each detail component d; —d4 to the total signal energy.

Cepstral features of lung sounds were also used
to distinguish normal and abnormal classes. The Mel
scale correlates the perceived frequency of the sound
by human hearing (pitch of the pure tone) with the
actual measured frequency (Hz). This dependence is
nonlinear and is described by the following equation:
M(f)=1127 xIn(1 + f/700).

To calculate the mel frequency cepstral coefficients
(MFCC), the respiratory signal is divided into the
frames. The duration of a frame affects the results
of the analysis and should be chosen based on the
assumption that the signal does not change its behavior
significantly over the duration of the frame. To defi-
ne MFCC, the next steps are applied to each frame.
As the recorded respiratory signal is finite and not
periodic, the effect of leakage occurs when applying the
Fourier transform due to the gaps at the end points of
the signal. In order to reduce this effect, each frame
is multiplied by the Hamming window function. The
discrete Fourier transform is applied to the result and
the periodogram for each frame is calculated. Next,
the set of mel filters is calculated. Triangular filters
are multiplied by the periodogram and summed. The
number of triangular filters also affects the results of
the cepstral analysis. The energy of a set of filters
is obtained, which is then logarithmized. Logarithm
process is performed to smooth the primary spectrum
and reduce the number of parasitic components in the
cepstrum. Finally, using discrete cosine transform, mel
cepstral coefficients are obtained. Filters overlap and
the filter energies are fairly correlated. Discrete cosine
transform decorrelates them.

Our anticipation was that cepstral analysis provi-
des information about the features of lung sounds
unapproachable to spectral or spectral-temporary
analysis. The application of mel frequency cepstral

analysis to the lung sounds investigation is justifi-
ed, because the spectrum is projected on a mel-scale,
allowing to select the most important sound frequenci-
es. Moreover, the method is largely insensitive to
changes in the phase of the studied signals.

As the features for recognition of lung diseases
using machine learning, log (mel) filterbank energies
depending on channel index and time as well as mel
frequency cepstrum depending on cepstrum index and
time were used (Fig. 3). However, for breath sounds
recorded at a sufficiently high sampling rate, such data
matrices contain thousands of values. Therefore, in
this work, we used the corresponding values of these
parameters averaged over time frames.
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Fig. 3. Cepstral analysis of the respiration signal in
norm

2 Application of Machine Learn-
ing Methods to Lung Sounds
Classification

To determine the best classification models for
computerized bronchitis and chronic obstructive
pulmonary disease screening, we implemented supervi-
sed machine learning based on decision trees, discrimi-
nant analysis, support vector machines (SVM), logistic
regression, k-nearest neighbors (KNN) classifiers, and
ensemble learning.

The Decision Tree Classifier is the most common
and widely used machine learning algorithm that
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performs regression and classification tasks. The classi-
fier divides the data into smaller subsets based on
different criteria, i.e. each subset has its own ordered
category. With each step, the number of objects of
a certain criterion decreases. The classification ends,
when the network reaches a subset with only one object
that contains the forecast or result of the decision trees.
To choose the best approach, we used three options for
decision trees: 1) coarse tree with maximum number
of splits equal to 4; 2) medium tree with maximum
number of splits equal to 20; 3) fine tree with maximum
number of splits equal to 100.

The k-Nearest Neighbor (kNN) algorithm is one of
the simplest machine learning algorithms. To make a
prediction for a new data sample, the kNN algorithm
finds the training set closest to it, i.e. finds its "nearest
neighbors”. In the simplest case, the k-nearest neighbor
algorithm considers only one nearest neighbor - the poi-
nt of the training set closest to the point for which we
want to get a forecast. When more than one neighbor
is taken into account, the most common class is used to
assign a label, i.e. the class that has gained the majority
among the k-nearest neighbors is selected. In the case
of a multi-class classification, as in our case with 3
classes ("norm”, ”bronchitis”, and “chronic obstructive
pulmonary disease”), the number of neighbors belongi-
ng to each class is counted and the most common
class is predicted. The kNN classifier considered two
important parameters: the number of neighbors and
the measure of the distance between data points. The
results are also affected by the size of the training
data sample. To define the best options, we utilized
and compared 6 customizations for kNN classifier: 1)
fine KNN with number of neighbors equal to 1 and
euclidean distance with equal weights; 2) medium KNN
with 10 neighbors and euclidean distance with equal
weights; 3) coarse KNN with 30 neighbors and eucli-
dean distance with equal weights; 4) cosine KNN with
10 neighbors and cosine distance with equal weights; 5)
cubic KNN with 10 neighbors and Minkowski (cubic)
distance with equal weights; 6) weighted KNN with 10
neighbors and euclidean distance with squared inverse
distance weights.

Classification method of discriminant analysis
assumes that different classes generate data based on
different Gaussian distributions, which are estimated
by the fitting function to train a classifier. To predict
the classes of new data, the trained classifier finds the
class with the smallest misclassification cost. We used
linear and quadratic discriminant machine learning
methods.

The Support Vector Machine (SVM) method is
a powerful machine learning method that has shown
good results in many biomedical applications. Using a
set of training data, SVM method finds the hyperplane
that best separates the two classes of training data.
Such a hyperplane is a boundary that has the maxi-
mum distance from different classes of training data.

Solution boundary maximizes the distance from the
nearest data points of all classes. The nearest points
to the decision surface are called support vectors. To
define the best solution, we used 6 options for SVM
classifier: 1) linear kernel function; 2) quadratic kernel
function; 3) cubic kernel function; 4-6) Gaussian kernel
function (with kernel scales 1,1; 4,5; and 18).

The implemented ensemble learning algorithms
included bagging, subspace, and boosting algorithms.
The number of learners was equal to 30.

Table 1 provides the results with the classification
accuracy percentage (% of correctly identified cases).
The given values correspond to the total percentage
of correctly determined signals. The percentages of
correctly determined cases for each class "norm”,
“bronchitis”, and “chronic obstructive pulmonary di-
sease”’ are also indicated separately.

Since the initial database doesn’t contain very large
number of signals, it is advisable to use cross-validation
approach for accuracy estimation with a commonly
used data splitting ratio of 80% training data and 20%
testing data. To assess the accuracy of the machine
learning algorithms in lung sounds classification, five-
fold cross-validation approach was used. The data were
divided into five folders: four folders repeatedly were
used for training, and one was used as a testing folder.
As each of the five folders once was used for testing,
it contributed to average classification accuracy of the
machine learning method.

After analyzing the data obtained as a result of
machine learning, we concluded that for the majority
of the classifiers, class “chronic obstructive pulmonary
disease” was well recognized. The most often the
wrong decisions were made when recognizing the class
“bronchitis”, which very quite was classified as "norm”.
Therefore, in the context of medical diagnostics, the
overall accuracy of machine learning algorithm is not
enough for its performance estimation. It is preferably
to have low false negative rates, i.e. to obtain the small
number of patients suffering with bronchitis or COPD,
who are tested and recognized as healthy. The opposite
case, when healthy person is mistakenly assigned to
the class corresponding to the presence of the lung
disease, is not so objectionable, because additional
investigations can discard the false positive results.

The first feature vector presented in Table 1 conta-
ins 8 spectral features yielded from the fast Fouri-
er transform method. A preliminary analysis of the
spectrum of signals from different classes showed that
the spectra of signals of lung sounds in normal and
pathological conditions significantly intersect in the
frequency domain. Therefore, as we expected, machine
learning using spectral characteristics did not show
acceptable performance. Fine KNN appeared to show
the best results — 75.7% of overall accuracy, 82% of
correctly defined signals in norm, 71% of detected pati-
ents with bronchitis, and 72% of correctly identified
COPD signals.
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Table 1 Comparison of machine learning algorithms performance: total classification accuracy (%) and true
positive rate for classes "norm”, “bronchitis”, and ”chronic obstructive pulmonary disease” in parentheses

# | Machine learning | Spectral Spectrogran Wavelet Cepstral logFBEs - | Combined | Combined

method features-8 features -5 | features -4 | features 20 (MFCC, (logFBEs,
-20 logFBESs) wavelet)
-40 -24

1 Coarse Tree (max 4 67.6 66.6 86.1 75.7 73 74.7 85.5
splits) (66, 64, 72) | (77, 51, 68) | (92, 62, 100} (82, 62, 80) | (79, 61, 77) | (83, 60, 78) | (87, 67, 100
splits) (78,61, 74) | (72, 63,81) | (80, 65, 100) (79, 70, 90) | (83, 67, 88) | (82, 69, 85) | (84, 70, 100

3 Fine Tree (max 100 72.6 70.9 83.1 80.1 81.1 79.4 85.5
splits) (72, 71, 74) | (69,61,82) (80, 67, 100) (79, 70, 90) | (84, 69, 88) | (82, 69, 85) | (84, 70, 100

. _ - 67.2 65.5 84.1 ] 84.1 ] 885
Linear Discriminant (69, 57, 74) | (54, 50, 91) | (88, 60, 100 (80, 73, 98) (89, 74, 100

5 Quadratic  Discrimi- | _ 60.5 80.1 ) 92.9 _ 93.2
nant (92, 51, 33) | (88, 51, 96) (90, 93, 96) (89, 90, 100

6 Linear SVM linear 68.9 72 82.8 85.1 79.7 86.1 85.8
kernel function (63, 63, 80) | (64, 54, 96) | (88, 56, 100) (88, 71, 94) | (79, 65, 93) | (89, 71, 95) | (88, 67, 100

- Quadratic SVM 65.9 74.3 83.8 91.6 87.2 91.9 86.8
gﬁgﬁﬁ;c kernel | (71 "55 69) | (76, 52, 91) | (86, 62, 100) (96, 80, 96) | (92, 73, 94) | (98, 80, 95) | (87, 71, 100

3 Cubic SVM (cubic 73.6 64.9 80.4 90.2 88.2 89.2 89.5
kernel function) (79, 70, 70) | (62, 56, 76) | (81, 56, 100) (98, 75, 94) | (96, 76, 89) | (96, 74, 94) | (92, 74, 100

9 Fine Gaussian SVM 73.6 70.3 86.8 61.8 82.8 81.4 88.9
(kernel scale 1,1) (76, 69, 75) | (62, 61, 83) | (85, 74, 100) (66, 52, 65) | (87, 68,91) | (89,49 100) | (86, 80, 100

10 Medium Gaussian 70.3 63.9 86.1 88.2 76 90.9 85.8
SVM (kernel scale 4,5) (65, 62, 83) | (45, 49, 98) | (90, 64, 100) (91, 81, 91) | (80, 64, 81) | (96, 82, 93) | (85, 70, 100

11 Coarse Gaussian SVM 66.2 52 84.1 79.7 64.9 75.7 80.4
(kernel scale 18 ) (61, 55, 82) | (93, 38, 18) | (92, 55, 100) (95, 63, 77) | (79, 57, 55) | (91, 54, 77) | (88, 54, 94)
Fine KNN(number of

12 | neighbors — 1, eucli- 75.7 80.7 90.5 92.2 87.2 92.9 90.9
dean distance, equal (82, 71, 72) | 92, 62, 84) (96, 73, 100) (100,83,91) | (98, 65, 93) | (100,86,91) | (95, 75, 100
weight)
Medium KNN(number

13 | of neighbors ~10, eucli- 66.2 73.3 86.1 80.4 75 80.4 83.1
dean distance, equal (71, 57, 68) | (81, 57, 78) | (88, 68, 100) (91, 67, 80) | (81, 56, 84) | (94, 65, 78) | (90, 54, 100
weight)
Coarse KNN(number

14 | of  neighbors  -30, 61.8 55.7 83.4 65.9 64.2 63.5 67.2

euclidean distance, | (66, 52, 65) | (53, 40, 72) | (93, 51, 100} (99, 23, 65) | (75, 61, 55) | (89, 39, 55) | (81, 58, 59)
equal weight)
Cosine KNN(number

15 | of meighbors  -10, 66.2 73 85.1 84.1 76.7 80.7 84.1
cosine distance, equal (64, 63, 71) | (81, 50, 83) | (85, 68, 100) (84, 80, 88) | (67, 75,89) | (73, 77,92) | (84, 65, 100
weight)

Cubic ~ KNN(number

16 of neighbors — 10, 65.2 74.3 86.1 81.1 77 81.4 82.8
Minkowski (cubic) (70, 58, 66) | (82, 56, 81) | (88, 58, 100) (92, 67, 81) | (83, 60, 85) | (92, 68, 81) | (88, 55, 100
distance, equal weight)

Weighted KNN

. (number of neighbors 74.7 81.4 90.9 86.1 83.4 87.5 87.5
10, euclidean distance, | (gg g3 72y | (94, 61, 85) | (97, 71, 100] (100, 69, 85) (96, 60, 89) | (100, 71, 87) 95, 63, 100)
squared inverse
distance weight)

Boosted Trees (maxi-

1g | mum number of splits - 74.7 76.7 87.2 75.3 85.8 87.5 67.9
20, number of learners | (84, 65, 72) | (88, 55, 82) | 89, 69, 100)| 94, 58, 69) | 94, 68, 92) | 96, 76, 88) | (92, 45, 60)
- 30)

Bagged
Trees(maximum 75.3 83.4 88.5 88.5 86.5 87.8 89.5

191 number of splits - 295, | (4 67, 73)| 96, 65, 84) | (95, 67, 100) (95, 75, 93) | (96, 67, 92) | (93, 76, 92) | (95, 70, 100
number of learners -

30)

Subspace Discriminant
(maximum number of 68.6 65.9 84.5 81.1 81.8 86.5 86.1
splits - 20, number of (71, 58, 75) | 80, 51, 62) (88, 61, 100) (85, 73, 84) | (78, 70, 96) | (88, 73,96) | (87, 69, 100
learners - 30)

Subspace KNN (maxi-
21 mum number of splits - 75 73.3 87.8 82.4 87.5 89.2 87.2

20, number of learners (847 637 75) (907 587 67) (927 687 100 (947 707 80) (987 687 92) (100773791) (967 707 91)

- 30)

20
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Using 5 spectrogram features allowed us to obtain
higher total accuracy of lung sounds classification
comparing to the PSD based features — 83.4% for
ensemble learning algorithm of bagged trees, which
performed the best. However, despite the high accuracy
of recognition of healthy control signals (96%), the
spectral-temporal characteristics gave a very poor
result for the recognition of bronchitis — 65%, and 84%
of COPD signals were identified correctly.

Analyzing the machine learning results obtained for
4 features derived from wavelet transform, we can see
an interesting regularity: we still have problems with
“bronchitis” class recognition, but majority of machi-
ne learning methods unmistakably recognized class
chronic obstructive pulmonary disease” (Fig. 4).
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Fig. 4. Machine learning results obtained for 4 features
derived from wavelet transform (trained model using
weighted KNN algorithm)

The best achieved total accuracy of classification
was about 91% with using weighted KNN algorithm,
trained using 10 nearest neighbors and euclidean dis-
tance with squared inverse distance weight. True posi-
tive rates for classes "norm”, "bronchitis”, and "chronic
obstructive pulmonary disease” reached 97%, 71%, and
100% respectively.

It is obvious that the selected wavelet parameters,
which reflect the contribution of each frequency-
related detail component dy —d4 to the total signal
energy, perfectly convey the features of lung sounds
in COPD compared to the norm. Therefore, it makes
sense to combine wavelet features, for example, with
cepstral coefficients, in order to increase the recognition
accuracy when classifying lung sounds.

The results of cepstral analysis significantly depend
on a number of parameters, among which are frame
duration, frame shift, number of filterbank channels,
number of cepstral coefficients, as well as lower and
upper frequency limits. To find the optimal set of
parameters for calculating the cepstral characteristics
of breath sounds, we changed each of the parameters
with a fixed set of other parameters and performed

machine learning (Fig. 5). We selected the parameter
values that provided the highest accuracy in classifying
signals into 3 classes: norm, bronchitis and chronic
obstructive pulmonary disease. Especially we paid
attention to the possibility of distinguishing signals in
norm and bronchitis, because the accuracy of detecting
bronchitis was the lowest compared to other classes.
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Fig. 5. The results of machine learning performance

depending on cepstral parameters: number of cepstral

coefficients (a), frame duration (b), and number of
filterbank channels (c)

Finally, we selected the following set of parameters:
frame duration Ty=20ms, frame shift T,,=10ms,
number of filterbank channels N.,=20, number of
cepstral coefficients Ny, rc.=20, lower frequency limit
F;=100Hz, and upper frequency limit F;=1500 Hz.

Mel frequency cepstrum depending on cepstrum
index averaged over time frames gave us 20 cepstral
features. The highest achieved model accuracy based
on these features was about 92% using KNN classifier
with 1 nearest neighbor and euclidean distance with
equal weight. In this case, absolutely all signals of the
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class "norm” were classified without errors, bronchitis
was correctly identified in 83% cases and COPD was
identified correctly in 91% cases.

Log (mel) filterbank energies depending on channel
index averaged over time frames produced 20 energy
features. Their using for models machine learning
demonstrated promising results. The highest total
accuracy of classification was 93% using the model
build with quadratic discriminant method. True posi-
tive rates for classes norm”, “bronchitis”, and ”chronic
obstructive pulmonary disease” were 90%, 93%, and
96% correspondingly. It should be noted thatusing
these features allowed us to significantly increase
the recognition accuracy of signals from the class of
bronchitis. As it was mentioned above, bronchitis class
was recognized worse than “norm” and COPD when
using all other features, although the correct identi-
fication of bronchitis from the point of view of dia-
gnosis is more important than the overall classification
accuracy.

We also considered combining two types of dis-
cussed above cepstral features to build the models
for classification. This variant contained 40 features.
Moreover, we combined wavelet derived features with
log (mel) filterbank energies depending on channel
index averaged over time frames, which yielded 24
features. The total classification accuracy in these cases
it turned out to be very close in its values — near 93%.
The difference was in the redistribution of the accuracy
value of identifying different classes: norm, bronchitis
and COPD. Therefore, the doctor can choose the right
model depending on the prevalence of the patient’s
morbidity.

Conclusion

In this study the signal processing methods for
analysis of lung sounds and the possibility of using
machine learning approach to perform diagnosis of
bronchitis and chronic obstructive pulmonary disease,
are investigated.

The best results were obtained for features of
lung sounds derived from log (mel) filterbank energi-
es depending on channel index averaged over time
frames. The highest total accuracy of lung condition
recognition reached 93% using the model based on
quadratic discriminant method. True positive rates for
classes "norm”, ”bronchitis”’, and ”chronic obstructive
pulmonary disease” in this case reached 90%, 93%, and
96% correspondingly. This result is also one of the best
from the point of view of balancing the values of the
correctly identified classes. This is especially important
for recognizing the class of bronchitis, which was very
poorly detected by most other methods and models.

Also combining of cepstral and wavelet features
demonstrated the promising results. The most accurate
models for classifying lung sounds were obtained using
KNN classifier variations, as well as quadratic discrimi-

nant method. The proposed solutions will be useful for
monitoring pulmonary state in patients suffering from
bronchitis and COPD, as well as for routine scheduled
medical examinations.
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Hociigkenas ocobamBocTeii 3BYKiB Jie-
reHiB aJj1a BugBJIeHHd Opouxity Ta X0O3JI

3a JOMOMOrOI METOIIiB MAIIMHHOIO HAB-
JaHHHA

IHopesa I. C., Isanvrko K. O., Cemxis X. I,
Baumuwun B. I.

V crarTi moxkasaHa aKTyaJIbHICTb PO3IVISAy IATAHHS
JOCJI/IZKEHH MeTOAiB @ poBOro anasidy i 00poOKu 3ByKiB
JIeTeHb, MONMIYKY HOBHUX iH(GOPMATHBHUX O3HAK [JIS PO3IIi-
3HABAaHHS MMATOJIOTIYHUX 3BYKIB JIET€HDb 1 3aCTOCYBAHHS Me-
TOZIB MAUIMHHOI'O HABYAHHA JJ1g Kinacudikamnii crany 6pon-
XOJIET€HEBOI cucTeMu. 30KpeMa, B JAHOMY JOCJIiIXKEHHI
PO3IJISHYTO 3aCTOCYBAaHHS PI3HUX METO/IiB aHAJI3y 3BYKiB
JIereHb, a caMe: YaCTOTHU, CIIeKTPaIbHO-9aCOBUI, BelBIeT
1 MeJ-9acTOTHMIT KeNncTpajbHuil aHasi3. 3 MeTo IJOCIi-
MKEHHST MOZKJIMBOCTI 3aCTOCYBAHHS METOIB MAIIWHHOTO
HABYAHHS 70 TPOoOIeMu KIacudikalll JUXaIbHUX CUTHAJIB
y poboTi BurOpmCTaHO Hablp JAaHWX 3BYKiB JiereHb 3 296
CHUTHAJIIB, sIKi MPEICTABILAIOTh 3 KJIACH: HOPMA, OPOHXIT Ta
XpOHIYHE OGCTPYKTHBHE 3axBopioBamus jgerends (XO3JI).
MeTo0 [aHOrO JOCIIIKEHHSI € HMOpIiBHAHHS iH(pOpMaTHUB-
HHUX O3HAK 3BYKIB JIeT€Hb, OTPUMAHUX 32 JOITOMOTOI0 PI3HIX
MeTOmiB 0OPOOKM CHTHAJIB, & TAKOXK BUOIp METOMY KJIACH-
dikamii, mo 3abe3netdye HaNBUNLY TOYHICTH imeHTHMIKAIIT
crany OpomxosereneBoi cuctemu. [ljisi OTpUMaHHS 9acTO-
THUX O3HAK PO3PAXOBAHO 3AJIEIKHICTH CHEKTPAILHOI I'yCTH-
HU IMOTYKHOCTL BiJ] YAaCTOTH JJIsi CUTHAJIIB 3BYKIB JIET€Hb
3 BUKOPUCTAHHSAM METO/y IMBUIKOrO meperBopents Pyp’e.
Jns KOXKHOTO CHrHAJY Oyam pO3paxoBaHi CIEKTPAJIBHI
TNOKA3HUKY Ta CIIBBiIHOIIEHHS MOTY’KHOCTEH CIEKTPY B
pi3HUX aiamaszoHax 4YacTor. s BHALIEHHS CIEKTPAJIbHO-
YACOBUX OCOOJIMBOCTEN 3BYKIB JIEr€Hb OyJIM MTPOaHAJI30Ba-
Hi CHeKTPOrpaMU CHTHAJIB AUXaHHA. BusHadeHO cepenHi
YaCoOBl 3aJI€KHOCTI CIEKTPAIbHOI T'YCTHHHU IOTYZKHOCTI B
JOCTIIKYBAHUX Miarma30HaxX vacToT. B akocTi o3HaK, OTpu-
MaHUX 31 CIIEKTPOrpaMy BUKOPUCTOBYBAJIACS CyMa 3HAYEHD
KPHBOI CIIEKTPAJIbHOI I'YCTUHU HMOTYZKHOCTI 1j1si HabOpy da-
CTOTHHX CMYT. Y AKOCTi IapaMeTpiB Ay PO3Mi3HABAHHS
CUTHAQJIIB JIMXaHHA Ha OCHOBI BeMBJIET-aHAJII3y PO3paxoBa-
HO CIIIBBIJHOIIEHHsI €Hepriii piBHIB JeTaJi3alii BeiBjer-
PO3KJIaIy [0 TIOBHOI €Hepril aHaJ/i30BaHOTO CUTHAJIY. B
SKOCTI O3HAK MeJI-KEIICTPAJIHHOIO AHAJI3y IPOIOHYETHCSI
BUKODPHCTOBYBAaTH ycCepedHeHl 1o JacoBuM dpeiiMmam Jio-
rapudmivni (Men) emeprii 6anKky GiTHTPIB, a TAKOXK yce-
peIHeHmil [0 9acoBUM (dpeiiMaM MeJI-JaCTOTHHUI KercTp.
3 MeTo10 OTpMMaHHSA Kpammux Mozeneil knacudikamil s
KOMIT' JOTEPU30BAHOTO CKPUHIHTY 3aXBOPIOBAHD JIETEHB 0YJI0
3aCTOCOBAHO MAIIMHHE HABYAHHS 3 yUINTEJEeM Ha OCHOBI 1e-
peB pilleHb, TUCKPUMIHAHTHOIO AHAJI3Y, METOLY OMODHUX
BEKTOpIB, JioricTuaHOI perpecii, kaacndikaTopis Ha OCHOBI
MeToy k-aHaiibmmkanx cycifiB Ta amcam0J1eBOro HAaBYAHHS.
Busnaveno ta nmopiBHAHO TOYHICTH KJacu@ikalll CUrHAJIIB
JVIXQHHS JJTsI HU3KY KIacCH(}iKaTOPiB, 0 BUKOPUCTOBYIOTH
po3riisiHyTi Habopu o3Hak. [ms mobymoBW Momenei, IO
3a0e31e9yI0Th HAUBUILY TOYHICTH PO3II3HABAHHS CTAHY Jie-
T€Hb, IPOIIOHYETHCS HAMKPAIle OE€THAHHS 1H(DOPMATHBHAX
03HAK 3BYKIB JIET€Hb Ta METOJIB MAIMWHHOTO HABYAHHS.

Karouosi caosa: 3ByKu JiereHb; OPOHXIT; XpoHiYHE 00-
CTPYKTUBHE 3aXBOPIOBAHHSH JIET€Hb; CIIEKTPAJIbHUN aHAIII3;
BeHBJIET-PO3KJIa]; MeJI-9aCTOTHHI KeICTPAJbHUI aHaJIi3;
MAIUHHE HABYAHHS

WNccnenoBanme ocobenHocTeii 3BYKOB
JIETKUX JOJi9 BbIABJE€HUS OpoHXHUTA u
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XOBJI ¢ moMoOUIBIO METOAOB MAIIIMTHHOI'O
obyvyeHUd

Iopesa A. C., Hsanvko E. O., Cemrxus K. H.,
Batimwvwun B. H.

B crarhe moka3zaHa aKTyaJbHOCTb PACCMOTPEHHs] BO-
IPOCa UCCJIEI0OBAHUA METOA0B UG POBOIro aHam3a u 0opa-
0OTKM 3BYKOB JIETKWX, IMONCKA HOBBIX WH(MOPMATUBHBIX
MPU3HAKOB IMATOJOTUYECKUX 3BYKOB JIETKUX U IIPUMEHe-
HUA METOJOB MAIIMHHOrO 00ydenus Jyis Kiaaccudukanuu
COCTOSTHUST OPOHXO0JIETOYHOI cucTeMsbl. B gacTHOCTH, B JaH-
HOM MCCJIEJIOBAHUM PACCMOTPEHO MPUMEHEHUE DPA3IMIHBIX
MeTOOB aHAJIN3a 3BYKOB JIETKWX, a WMEHHO: YaCTOTHO-
ro, TACTOTHO-BPEMEHHOI0, BEMBJIET U MeJ-JaCTOTHOIO Kell-
crpanbroro ananusa. C Ienbio uccieoBaHus BO3MOXKHO-
CTH MIPUMEHEHUsI METOI0OB MAITUHHOTO 00yIeHust K mpobJte-
Me KiaacCu(UKAIMY CUTHAJIOB JBIXAHUS B padOTe HCIOIb-
30BaH HA0OP MAHHBIX 3BYKOB JIETKUX, cocTodammuil u3 296
CHUTHAJIOB, MPEICTABJISIIONINX 3 KJacca: HOpMa, OPOHXWUT
7 XpoHWHecKaa o6cTpyKTuBHAA 6ose3nb merkux (XOBJI).
Ilespio HAaHHOrO MCCAENOBAHUS SIBJISIETCA CPABHEHHWE WH-
GopMATUBHBIX TTPM3HAKOB 3BYKOB JIETKWX, TOJIYYEHHBIX C
MOMOIIHIO PA3IUIHBIX METOIO0B OOpabOTKM CHUTHAJIOB, a
TaK2Ke BBIOOP MeTOJI0B KJacCu(uKaIuu, 00eCednBaroNmux
HanboJiee BBICOKYIO TOYHOCTH MIECHTU(MUKAIMN COCTOSTHUS
OpOHX0/Iero4YHOil cucTeMbl. JIs MOIyueHus YaCTOTHBIX
[PU3HAKOB ObljIa PACCYUTAHA 3aBUCHUMOCTDH CIEKTPAJIbHOMN
IJIOTHOCTHA MOIIHOCTH OT YaCTOTHI JJjIsi CUTHAJIOB 3BYKOB
JIETKAX C WCIOJIb30BAaHMEM METOa OBICTPOTO Ipeodpas3o-
Bannss Dyppe. [dns Kakaoro curxasa ObLId paccIuTa-
HBI CHEKTPAJIbHBIE TTOKA3ATEIN W OTHOIIEHWS MOIIHOCTE
CIIEKTPA B pAa3HBIX JUAIIa30HAX dacTor. [lns BeIgeste-
HUs CIIEKTPAJIbHO-BPEMEHHBIX OCODEHHOCTEHM 3ByKOB JIErKUX

6I)I.J'II/I ucc/je0BaHbl CIIEKTPOTrPaMMbl aHAJIU3UPYEMBbIX CH-
THAJIOB. OHpe,Z[eIIeHBI cpenHe BpEMEHHBbIE 3aBUCUMOCTU
CHeKTpaﬂbHOﬁ IIJIOTHOCTU MOIITHOCTU B HMCCJ/IEAYEMBIX [TH-
alla30HaX 9aCTOT. B Ka4veCTBe IIPU3HAKOB, IIOJIYYI€HHbBIX Ha
OCHOBE CIIEKTPOTPAMMBI, UCIIOIH30BAIACH CYMMa 3HATEHU
CHeKTpaﬂbHOﬁ IIJIOTHOCTHU MOIODHOCTH IJId Ka}K,ILOfI II0JIOCHI
qacToT. B KauecTBe mmapaMeTrpoB PACIO3HABAHUS CHIHAJIOB
Ha OCHOBE BEHBJIET-QHAJIN3A ONPEIEIEHBI OTHOIIEHNST YHEp-
TUii yPOBHEN JeTajn3alliu BeHBJIeT-PA3J/I0KEHNA K ITOJTHON
SHEPIruun UCCjaIeayeMoro CuruaJja AblXaHud. B Ka4deCcTBe 11pu-
3HAKOB MEJI-KEIICTPATHHOTO aHAJIN3A TIPEJIAraeTCs UCIIOIhb-
30BaTh yCPEIHEHHBIE 10 BpeMeHHBIM (dpeiiMam jorapudmu-
geckue (Men) sueprun 6aHka GUIBTPOB, & TAKIXKE YCPETHEH-
HBIH TI0 BpeMeHHBIM (peiiMaM Mes-9acToTHRIM KercTp. C
1IeJIbI0 ITIOCTPOEHHS JIyJIINX MOJesell KIacCu(MUKAIIMH 11t
KOMITHIOT€PU3UPOBAHHOIO CKPUHUHIA 3a00/IeBaHUN JIEIKUX
OBIJIO IPUMEHEHO MAITUHHOE 00y IeHe C YINTeIeM Ha OCHO-
B€ IePEBbEB PENICHNl, TUCKPAMUHAHTHOIO aHAJINA3a, METO-
ITa OIOPHBIX BEKTOPOB, JIOTUCTHUYECKOU perpeccmu, KJjac-
cupUKATOPOB HA OCHOBE METOJa K-Omkaimmx cocemeil u
arcam0bsreBoro obOydenwmsi. OmpesesieHa TOYHOCTH KJIACCH-
dUKaIUKY CUTHAJIOB JIbIXaHUSs I PAjia KJIaCCU(PUKATOPOB,
WCIIONIB3YIONINX PACCMOTPEHHBIE HAOODHI MPU3HAKOB. Jljist
moCTpoeHus Mojesei, obecrednBaomux HamboJsiee BBICO-
Ky TOYHOCTb PACIIO3HABAHUA COCTOAHUA JIETKHUX, IIpeI-
JIaraeTcs JIydiree codeTaHne MH(OPMATHBHBIX IIPU3HAKOB
3BYKOB JIETKUX WU METOJ0B MAIIUHHOTO O6y‘{eHI/I$I.

Karoweewie cao6a: 3BYKW JIETKUX; OPOHXUT; XPOHMYIE-
cKasi OOCTPYKTHBHAsI OOJIE3HD JIETKUX; CIIEKTPAJIbHBII aHa-
n3; BeUBJIET-PA3/I0KEeHNE; MeI-9aCTOTHBIN KeICTPaJIbHbBIH
aHAJIN3; MAITUHHOE 00ydYeHne
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