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The development of electronic systerms like Field-Programmable Gate Array (FPGA) made them available for
mass commercial use. This created conditions for the development and application of software and technical
tools implemented on FPGA algorithms for fast processing of digital signals. Such solutions, in turn, opened
up new opportunities for the spread of multi-frequency eddy current systems (MFEC) for non-destructive
testing (NDT) in the form of systems for simultaneous processing of digital signals of different frequencies,
which allows MFEC to effectively compete with pulsed eddy current systems (PEC). This work presents a
new algorithm for accurate digital measurement of the MFEC amplitude and phase of harmonic components
of polyharmonic signals, which is implemented in hardware and software on FPGA. The measurement of
the amplitude and phase of harmonic components is based on the method of orthogonal processing of digital
signals, to increase the accuracy of which the necessity of fulfilling the condition of multiplicity of the
sampling sequence to the size of the digital signal period has been proved. Compliance with this condition
is achieved by adjusting the length of the sampling sequence, which in the proposed algorithm is performed
before orthogonal processing. The influence of inaccuracy in setting the length of the sampling sequence on
the size of measurement errors when determining the amplitude and phase of the harmonic components of
the signal is simulated. As a result of the simulation, it was established that when the multiplicity condition
is met, the measurement error significantly decreases, which indicates the high efficiency of our algorithm.
The achieved accuracy of measuring the amplitude of harmonic components and the phase of polyharmonic
signals due to the given hardware and software implementation of the algorithm makes it possible to create
inexpensive, compact, scalable automated digital systems, the measurement data of which can be used both
to determine the individual characteristics of the object and to reconstruct three-dimensional images, i.e. in
tomographic systems.
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Introduction

An important condition for the automation of eddy
current (EC) non-destructive testing operations is the
reliable interpretation of the results of scanning of
controlled objects, which is achieved by controlling the
parameters of the excitation signals, such as amplitude
and frequency, followed by appropriate processing and
control of the parameters of the response signals. The
pulsed eddy current (PEC) systems non-destructive
testing (NDT) method is the most common due to the
wide frequency spectrum of the pulse signal due to its
pulse shape, and the test result is usually obtained by
processing the data through the Fourier transform or
asimilar transformation in the frequency-time domain
followed by intelligent interpretation. An alternative
to the PEC method is multi-frequency eddy current

(MFEC) systems methods of non-destructive test-
ing, when scanning an object is performed using sig-
nals of specifically selected frequency values [1-3] or
polyharmonic signals [4-6]. MFEC have not become
as widespread as PEC, which is due to the complexi-
ty of simultaneously supplying the wide frequency
spectrum to the channel, but recently their effici-
ency has improved due to the introduction of di-
gital processing, including signal synthesis [1, 7, §].
Thus, the use of modern Field-Programmable Gate
Array (FPGA)-based systems provides automatic si-
multaneous multi-channel processing of signals of di-
fferent frequencies in a selected range with a specified
step, which allows reconstructing defective images on
maps of scan results [1], or increasing the speed of
parallel processing of multi-frequency signals while
maintaining a high signal-to-noise ratio [9]. The use of
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an artificial neural network with a radial basis function,
which was used to process impedances at five frequenci-
es, was demonstrated for fit/unfit classification [2].

The new approach, based on the use of EC gi-
ant magnetoresistive algorithms for converting sensor
data and multidimensional optimization procedures,
allows to reduce the influence of MFEC artifacts and
strengthen the influence of defect information [3]. At
certain values of the frequencies of the excitation
signal, the inductance of the sensor practically does
not depend on the lift-off effect, and inverse solver
algorithms are proposed for the automated selection
of such frequencies [10]. Also, the connection of the
MFEC frequencies with the real component of the
coil inductance makes it possible to display the seam
zones, and as a result, to determine the microstructures
of these zones with high sensitivity [11, 12]. The si-
multaneous use of four frequencies and the automation
of the movement of the sensors provides fast scanning
of surface damage of cellular panels of the aircraft with
a quality that exceeds optical 3-dimensional scanning
[13]. Multi-frequency signals in the frequency range of
1+-1000kHz are used to determine the microstructure
of steel rails, namely the depth of decarburization of
steel as a result of heat treatment [14]. In general, when
using automated methods and algorithms for pattern
recognition, the efficiency of MFEC systems is not
inferior to PEC systems, which brings them to the level
of tomographic systems [15]. However, the traditional
key elements of automation are the intelligent process-
ing of the measured values of the signal amplitude by
complex algorithms.

The improvement, of MFEC methods expands their
capabilities not only in the parameterization of defects,
but also in determining changes in the structure of
materials. The study of physical phenomena in solid
state physics, in electromagnetic theory, led to the dis-
covery of new, more informative features in the use of
EC methods, which are related to the structure of the
studied materials. For example, if, as mentioned above,
only the values of the amplitudes of certain frequencies
are determined in the MFEC, then it is proposed to
determine the phase characteristics of higher harmo-
nics in addition to the amplitudes, the values of which,
as experimental results show, are more informative.
Traditionally, the procedure for measurement of hi-
gher harmonics is not simple, it requires the use
of filters, in addition, a fleet of vector voltmeters
or special phase meters is required for simultaneous
measurement, and to build a family of graphs with such
primary results, the control time of one component
can be measured in hours. Thus, the use of phase

characteristics of polyharmonic and multifrequency
signals in eddy current non-destructive testing was li-
mited or impossible. To overcome the above limitations
of MFEC, we proposed a new algorithm for accurate
digital measurement of the amplitude and phase of the
harmonic components of a polyharmonic signal. This
algorithm is hardware and software implemented on
FPGA and is based on the features of MFEC excitation
signal synthesis and orthogonal processing of response
signals, which are discussed below.

1 Method

To determine the amplitude and phase of the
harmonic components of the analog response signal,
which are measured from the output of the EC probe,
we used the orthogonal method of their processing
[16,17]. It is generally known that:

1 1
sin(wt+) - sin(wt) = 3 cos(p)— 3 cos(2wt+¢),
| [N M
sin(wt+) - cos(wt) = 3 sin(p)+ 3 sin(2wt—+ ).

It follows from expression (1) that after multi-
plying two signals of the same frequency, the result
will have a constant component  cos(¢) or % sin(p)
and variable harmonic component % cos(2wt + ¢) or
1 sin(2wt + ). A sine wave is a harmonic signal whose

signal properties are:

NoT
/ sin(wt)dt = 0,
0

NoT
/ cos(wt)dt = 0,
0

where T is the period of the signal, No =1, 2, 3,4...
(Ng € Z7T) is the number of periods.

The result of integration depends only on the
constant component, since the integration of all
harmonic components by (2) is zero in the case of
compliance with the condition that the number of
periods Ny belongs to the positive set of integers, Z™T.
Determination of constant components will allow
calculation of both amplitudes and phases of signals.

On the basis of the above, a digital method and
system for determining the structure of the material
of the object was proposed and patented in Ukraine
under the number 125416. System and digital method
implement the MFEC algorithm, the functional scheme
of which is presented in Fig. 1.

(2)
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Fig. 1. The functional schematic of the system for determining the structure of the material consists of the

following blocks: PC - personal computer, OSC — oscillator, GK — control unit, DAC - digital-to-analogue

converter, DDSk — direct digital synthesizer of k-harmonic frequency, AMP — adjustable power amplifier, SEN —

sensor, X — digital multipliers, INT — digital integrators, ADC — analog-to-digital converter, DSP — digital signal
processor unit

The algorithm of the proposed system is as follows:
at the command of the control unit (GK), which is pre-
programmed by the computer (PC), at the output of
the first digital synthesizer of the frequency of digital
signals (DDS1), the frequency of the 1st harmonic f is
set, which is defined as:

[ = Nofer/mu, (3)

where Ny is the digital code of frequency f; fq —
frequency of the synchronous generator (OSC); n; —
length of the look-up table (LUT) of the sine values
of the digital synthesizer of sinusoidal signals (in our
case, n; = 228).

Frequency from DDS1 is set in the form of an
orthogonal set of numerical samples DHOS;, (), and
DHOS os(x) with period T, = n;/fy. This set of
samples DHOS;;,(x), from corresponding output of
DDS1, using DAC is transformed into a highly accurate
sinusoidal analog signal of excitation of the primary
winding of the sensor with a minimum harmonic coeffi-
cient, the phase of which will be uniquely determined
by the digital output DHOS;, () of DDS1. A stepwi-
se change in the power of the sensor excitation in
the process of studying the object is performed using

acontrolled unit (GK) according to a given program
of a power amplifier (AMP). It is known that when
metal objects are excited by an electromagnetic field,
eddy currents arise not only with the frequency of
the first harmonic, but with the frequencies of higher
harmonics [6,16], which are perceived by the measuring
winding of the sensor (SEN) and through the anti-
aliasing filter enter the input of the analog-to-digital
converter (ADC). Sample sets DRS(z) from ADC
get to the corresponding information inputs of digital
multipliers (X) the second inputs of which receive sets
of sample reference orthogonal signals DHOS,(x),
and DHOS ,s(x) from the corresponding frequency
synthesizers (DDS).

That is, there is a multiplication of samples
of the digital response signal presented in the
form of sequences DRS(z), formed by analog-digital
transformations, with specially formed reference digi-
tal harmonic orthogonal signals, which are sequences
of samples with a known amplitude and phase, the
frequency of which is equal to the frequency of the
harmonics under study, and their length coincides with
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the length of the digital response signal:
= DRS(x) - DHOSin(x),
= DRS(x) - DHOS0s(),

Scosy, (2)
Ssing (-77)

where k is a harmonic number, Scos, (), Ssin, (T) —
intermediate signals, DRS(x) — digital response sig-
nal, DHOS ,s(x), DHOS;,(x) — digital harmonic
reference orthogonal signals, z — sample number in
the sequence, 0 < =z < M,z = 0,1,2,3,4..., and
M - its length. The main principle is that all these
harmonics, regardless of the frequency difference, are
in phase, because the DDS, ADC, DAC, DSP block
synchronization signals are generated from the same
source of the OSC generator. Thus, at the outputs
of each pair of multipliers, we will receive information
about the real and imaginary part of each harmonic,
that is, we will perform quadrature demodulation of
the received harmonics. Given that we are working
with digital signals, instead of analog integration to get
rid of the variable components, we will use numerical
integration, also known as averaging, of expression (4),
which will look like this:
Mrs—1

(4)

1 1
Ve Z Scosy (T) = §Akcos(<pk),
s =
Mips—1
1 1. (5)
s ; Ssing (T) = §Aksm(gpk),

Mis=m-n,

where Mg is the length of the sequence of the
intermediate signal, and m is the number of its periods
with a fractional part, or m € R*, n = L is the
number of points in the period of the intermediate
signal, where fs,. is the clock signal frequency OSC,
f is the excitation signal frequency, Ay is amplitude of
the k-th harmonic and ¢y, is phase of the k-th harmonic
of the digital response signal.

From expressions (5), using the function of the two-
argument arctangent, we obtain the value of the phase
of the k-th harmonic of the digital response signal:

M 1
— atan2 Mlls Dm0 Scosi(T) .
pr = atan T oI =
M;s Damo  Ssing(T)
) -
) -

<M1,S S Mis=! DRS(x DHOScos(x)>
= atan2 .

T Y als T DRS(x) - DHOSin ()

(6)
Similarly, we obtain the value of the amplitude of
the k-th harmonic of the digital response signal:

| Miso1 2 | Mis—1
A :2 r cos x5 sin
o (s 2 ) (1 3 e

z=0

) -

=0

1 Mrs—1 1 Mrs—1
2 DRS( DHOS, os(x + DRS( DHOSgn(x) | -
(31 55 onse-pmoseto) + (578 ors: os.co)

The given expressions (6), (7) are synchronously
implemented in the DSP block for each harmonic,
and the received values of amplitudes and phases are
transmitted to the PC via the high-speed Ethernet
cable network. Then, according to the GK command,
the next step change in the AMP gain coefficient occurs
and the sensor is excited again, and at the end of
transitional process a new similar cycle of measurement
begins, and the accumulation of the data array for
processing begins with a sample that corresponds to
the frontal zero transition. The number of cycles of
step voltage change, the amplitude and range of voltage
change, as well as the frequency of the test signal are
determined by the operator before the beginning of
the research. After the research is completed, famili-
es of graphs are automatically built according to the
specified protocols Fig. 2.

Obviously, to comply with the condition of the sig-
nal number of periods Ny to the set of positive integer
77, the sequence length of the intermediate signal Mg
must be a multiple of the digital response signal period

(7)

2

Tprs, which can be achieved by algorithmically setting
the sequence length Mg of the intermediate signal.

2 Modeling

To assess the effect of inaccuracy in establishing
the length of the sequence Mg on the size of errors
in determining the amplitude and phase of harmonic
components, we investigated the relationship between
the fractional part of the number of periods N in the di-
gital response signal, which is called the incompleteness
of the integration interval, and the mean absolute error
of the amplitude and phase.

The simulation was performed using a Monte Carlo
simulation in the MATLAB software package [18].
Simulation characteristics: 25 thousand cycles, step
1% of the integration interval incompleteness, whole
periods 39. Simulations with 1,5,10 thousand cycles
and steps 0.5%,2%,5% of the integration interval
incompleteness at the whole number of 8 and 15 periods
were also performed.
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Fig. 2. Dependence of the mean absolute error on the incompleteness of the integration interval:
first line — harmonic & = 1, amplitude and phase; second line — harmonic k = 3, amplitude and phase; third
line — harmonic k£ = 5, amplitude and phase; fourth line — harmonic k£ = 7, amplitude and phase; fifth line —
harmonic k = 9, amplitude and phase
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To artificially introduce the incompleteness of the
integration interval during the simulation, formulas (5)
were changed as follows:

| Motst
- DRS(x) - DHOS o5(x),
oy X PRs@) (@)

(8)
where M) is the length of the sequence of the intermedi-
ate signal, a multiple of the digital response signal
period length, j is the number of excess Mg sequence
points to M.

Formula (8) shows the method of obtaining one of
the intermediate results of the calculation, the average
value of the sequence used to calculate the values
of the selected harmonic amplitude and phase. Fi-
gure 3 presents the results of modeling the dependence
of the mean absolute error on the incompleteness of
the integration interval for odd harmonics up to and
including the ninth. Here, the X axis is the value of
)]“wa or the incompleteness of the integration interval,
and the Y axis is the modulus of the mean absolute
error in volts for the amplitude |AA| and in degrees
for the phase |Ay|. It is observed that for all harmonics
the error in amplitude and phase is minimal at points
0 and 1, according to the simulation results it is less
than the error of the uncontrolled signal by 5 orders of
magnitude. As the number of harmonics k increases,
the chaotic error increases in amplitude and phase,
while the absolute size of the error in amplitude almost
does not change, and in phase increases significantly.

1
5 Akcos(pr) =

3 Algorithm

To comply with the condition of the integer number
of periods, we have proposed the following algorithm,
which is implemented as follows (Fig. 4). First, the
excitation signal frequency is selected so that it is
defined as the clock signal frequency divided by the
positive integer ng (the nearest smaller positive integer
of n), if it does not correspond to the set frequency.
Then the number of periods m in the sequence of length
Mg is adjusted, which should be determined by a
positive integer mg (the nearest smaller positive integer
of m), and accordingly, the length of the sequence Mg
is reduced to My = mg - nop.

Response signal sampling is provided using 14-
bit ADCs with the maximum sampling rate fs. of
125 MHz.

It is known that the frequency of the output
signal of the sensor excitation is formed by the
DDS1 synthesizer and is determined according to the
expression (3).

Due to discrete nature of the frequency tuning,
frequency f can differ from f; (integer Ny is a
frequency code and determines amount of phase steps
ph = ny/fs). If Nos = fs - ny/fo is not integer, then
frequency of output excitation signal fs is corrected in

a way so that it is defined as the clock frequency of
the signal multiplied by a positive integer Ny (closest
lesser integer of Ny;), if it does not correspond to set
frequency.

Example: set frequency f, = 1000Hz, n; = 228,
for = 125000000 Hz. If:

}L—l = 1000 - 2.1474836 = 2147.4836.

This number can only be integer, so we choose
nearest lesser integer Ny = 2147 — frequency code.
Then

NOs:fs' (9)

for 2147

— N,.Z8r e
f="No n;  2.1474836

= 999.77 Hz. (10)
Error is 0.23 Hz. Error versus set frequency plot is
presented at Fig. 3. It is clear that error depends on

set frequency and can be up to 0.46 Hz.
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Fig. 3. Error versus set frequency plot

After that, looking at an algorithm on Fig. 4, we
determine number of periods m of frequency fs- in a
single period of excitation frequency, that must be a
positive integer mg:

e
&

If m is not integer, then the length of sample
sequence M is changed so that My = mg - n.

On the last step of algorithm, presented on Fig. 4,
we propose to choose frequency code N equal to 2
which will ensure that frequency set error will be eli-
minated and the length of sequence M will always be
an integer multiple of m, eliminating error presented
on Fig. 3.

Example for frequency 1000Hz: f = Ny - L2 we

ny
choose Ngy = 2048 = 2'!, as closest to Ny = 2147, then
.108 .108 106.917
f=21. 12;’2};0 _ 1231%0 ng = % _ 12152})910% — 9l
It is worth noting that despite all positives, the

number of available frequencies reduces dramatically.
On a range, depicted on Fig. 3, there are only 7 of
these frequencies.

m

(11)
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4 Results of experimental studies

The plots presented in Fig. 5 show one of the
options for presenting information (protocols) for the
investigation of a transformer steel plate, using a work-
ing model of a multi-frequency eddy current system
developed by the authors (or an eddy current system
based on higher harmonics [16]). The plots on Fig. 5
clearly demonstrate the ambiguity of the physical
processes that occur in the sample under study with
an equal step change in the magnetizing field, we
observe very interesting anomalies in the changes in
the amplitudes and especially the phases of the higher
harmonics, which are not at all similar to linear ones.
Moreover, each metal sample has its own set of given
pictures depending on the type of material under study,
chemical composition, hardening conditions, fatigue,
and defects in the material. The entire measurement
process is automated. One second is required to obtain
measurement results at one point. It took about one
minute to obtain the given family of graphs (36 points).
Each harmonic carries information about the physi-
cal processes in the material when the magnetization
power changes, it requires a lot of time and a very high
qualification from the operator to evaluate the obtained
results and make a decision, but considering that all the
information presented on the graphs is digital and fully
computerized, then the system can be equipped with
artificial intelligence for instant decision making. The
authors do not know of such automatic digital systems
in the world.

!

A photo of the working model of the multi-
frequency eddy current system is presented in Fig. 6.

5 Measurement errors of higher
harmonics amplitudes and
phases

In the given plots Fig. 7, Fig. 8, Fig. 9, Fig. 10,
Fig. 11 we present a 100 point series of measurements
of amplitudes and phases of the measured harmonics
of the samples under constant magnetization power
(the voltage at the output of the measuring winding of
the sensor is about 200 mV). The measurements were
performed for very small signal amplitudes, because the
results of real measurements are given to demonstrate
the possibilities of such measurements of both ampli-
tude and phase, in which the amplitudes of the
harmonics are much smaller (can be several hundreds of
times smaller) than the amplitude of the first harmonic,
which is less informative but is also present in this
informative (multi-frequency) response signal. A 14-bit
ADC with a sampling frequency of 125 MHz is used.

On the graphs, the zone of deviation of the results
at the 30 level is marked with a red line (where o
is the mean squared error calculated for this array of
measurements). Here, the X axis is the measurement
number; Y axis is the value of the amplitude in volts
and for the phase in degrees.
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Fig. 5. Graphs of changes in the amplitudes and phases of the harmonics of the response signal during the

investigation of the transformer steel plate. The first line is an amplitude change of 1st, 3rd, 5th, 7th and 9th

harmonics, and the second line is a phase change of the corresponding harmonics depending on the amplitude
(36 equal-step changes) of the excitation signal
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Fig. 6. A working model of a multi-frequency eddy current system: where 1 — the model itself, 2 — a personal
computer, 3 — a sensor, 4 — a researched sample of transformer steel
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The given graphs of measurements with a sufficient
length of the measurement sequence, as shown by the
experiments, which can be evidenced by Fig. 5, allow
the studies above to be performed with high reliability.

Conclusions

The use of FPGAs and precise high frequency
ADC made it possible to build a fully digital
automatic material control system based on direct
measurements (without frequency conversion of the
received measurement signal) on a single FPGA chip,
made it possible to propose and implement algo-
rithms for measurement and signal processingusing
one measurement channel, regardless of phase multi-
channel and multi-frequency measurements, which in
turn, made it possible to significantly increase the
accuracy of the measurement and use only one expensi-
ve precision ADC. Moreover, the system can be
reconfigured by software without mechanical changes.
For example: you can increase the number of defi-
ned harmonics, you can simultaneously determine the
parameters of both even and odd harmonics, change
the measurement parameters, change the algorithm,
change the form of the protocol for automatic regi-
stration of research results.

The system is fully digital, automatic, fast-
acting (the measurement time at one point is
1 second), therefore the developed control algo-
rithm can be integrated without problems into any
automated technological process. A compact digital
computer-integrated automated MFEC system was
developed and manufactured, which allows determi-
nation of the amplitude-phase characteristics of
harmonic components of polyharmonic signals (see
Fig. 6) and obtain the final result in the form of a
family of graphs or maps of reconstructed images from
the scanned plane without using a fleet of measur-
ing devices. A large array of digital data obtained
during the measurement of amplitude-phase-amplitude
characteristics can be additionally processed using
artificial intelligence, which at the same time will
significantly increase the probability of control and sig-
nificantly speed up the time of assessment of the state
of the controlled object. To date, there are no analogues
of similar systems in the world. Part of the research on
the introduction of artificial intelligence into the system
is carried out at the expense of a European grant under
the Framework Program for Research and Innovation
Horizon 2020 of the European Commission, the second
open competition «DIH-World — Accelerating the
deployment and maturity of DIH for the digitalizati-
on of European SMEs», Grant Agreement N° 952176,
received by the authors of the project.

The work investigates the possible causes of
measurement errors, based on the research, algo-
rithms for optimal system operation modes with the
possibility of maximum suppression of these errors

are proposed. A model of the working system was
developed and manufactured, as well as the graphs of
experimental studies of samples and graphs of experi-
mental studies of errors confirm the high reliability
and efficiency of the proposed and analyzed work algo-
rithms.
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ABTroMaTnzoBaHe npenu3silfiHe BUMipioBa-
HHd aMILUTiTyd i (a3 mostirapmMoHiftHUX
CUT'HAJIIB BUXPOCTPYMOBOT'O HEPYIHIBHO-
ro KOHTPOJIIO

Baowcenos B. I., Kaaenuuenxo FO. O.,
Pauebapcorut C. C., Invotinix K. A.

Po3BuTOK €/1eKTPOHHMX CHUCTEM B OCTaHHI POKH, Ta-
KUX AK MporpamoBaHi joriumi imrerpanpri cxemm (Field-
Programmable Gate Array, FPGA), 3po6us ix mocTynanMm

IS MacOBOI KOMepIiitHol ekciuryaTarii. lle ctBopmio ymo-
BU i1 PO3POOKM i 3aCTOCYBAHHSI MMPOTPAMHO-TEXHITHUX
3aco0iB, peasizoBanux Ha FPGA asropurmax mBumKol
06pobku 1 poBux curHaJiB. Taki pilleHHs, B CBOIO 4ep-
Ty, BIIKDPHJIN HOBI MOMKJIMBOCTI [JIsl TONIMPEHHST 6ararto-
YaCTOTHUX BUXPOCTpyMOBHX cucteM (multi-frequency eddy
current systems, MFEC) mepyitaiBaoro kourposo (non-
destructive testing) y Burismi cucrem 0gHOYACHOT 0GPOGKH
mudpoBUX CUTHAIIB pi3HEHX HacToT, mo no3Bosste MFEC
edeKTUBHO KOHKYDPYBATH 3 IMITyJIbCHIMU BUXPOCTPYMOBH-
vu cucremamu (pulsed eddy current systems). YV mamiii
poboTi mpeacTaBIeHnt HOBHUIl aJrOPUTM TOYHOrO mudpo-
Boro sumipoBanaga amiutityau MFEC i dba3u rapmoniunnx
KOMTIOHEHTIB MOJIITAPMOHIHUX CUTHAJIB, AKUH peaJi3oBa-
HUI B allapaTHOMY 1 mporpamMHoMy 3abe3mnedenni Ha FPGA.
BuwumipioBanusa ammityau i dasu rapMOHINHNX KOMITOHEH-
TiB 6a3ye€ThCsd HA METOII OPTOTOHAJIHLHOI 06pOOKM 1 po-
BUX CUTHAJIIB, IS IiABUINEHHS TOYHOCTI SKOrO JOBEJIEHA
HEeOOXITHICTh BUKOHAHHA yMOBH KPATHOCTI ITOCJIIOBHOCTI
BUOIpKM [0 po3Mipy mepiomy curHasy. loTpumaHmHs Ii€l
YMOBH [IOCATAETHCS PETY/IIOBAHHAM [OBXKUHU IIOCJIIOBHO-
cTi BuOIpKHM, KA B 3aIPONOHOBAHOMY AJITOPUTMI BUKO-
HYETHCS [TE€pes] OPTOTOHAIBHOI0 00POOKOI0. 3MOAETHOBAHO
BILIUB HETOYHOCTI Y BCTRHOBJIEHHI JIOBXKWHU ITOCJIiIOBHOCTI
BUOIPDKH Ha PO3MIp ITOXMOOK BHMIPIOBAaHb IIPU BU3HAYEH-
HI aMIunTyqu i (asw rapMOHIYHIX KOMITOHEHTIB CHTHAJIY.
B pesynbrari mogmemoBaHHS Oy/I0 BCTAHOBJIEHO, IO IIPH
BUKOHAHHI YMOBHU KPATHOCTI ITOXWOKa BUMIDIOBAHHS 3Ha-
YHO 3MEHIIYETHCS, [0 TOBOPUTH IIPO BUCOKY €(eKTUBHICTH
poboTu Hamoro aaroputMmy. JJocsarHyTa TOYHICTH BHMIpIO-
BaHHA aMIUNTyau i (a3u KOMIIOHEHTIB MOJIIrapMOHIMHIX
CATHAJIIB 33 PaXyHOK 33/IaHOI arapaTHO-TIPOTPAMHOI pea-
Mi3arii aaropuTMy JO3BOJIsIE CTBOPIOBATH HEIOPOTi, KOM-
HakTHI, MacmraboBaHi aBroMaru3oBaHi udpOBI cucrem,
aHl BUMIPDIOBaHb SIKUX MOXKYTh OyTH BUKODHCTAHI SK It
BU3HAYEHHS 1HIWBIAyaIbHAX XapPaKTEPUCTHUK 00’€KTa KOH-
TPOJIIO, TAK 1 JjI PEKOHCTPYKII] TPUBUMIPHIUX 300parKeHb,
TO6TO B TOMOTpadIitHNX CHCTEMAX.

Karwosi caosa: anropuTMm; BUMIpIOBaHHS (has3u; Op-
TOTOHAJILHUI MeTO; MOXnOKa BHUMIDIOBAHHS; HEPYIHIBHII
KOHTPOJIb; BUXPOBI CTpyMu; 6araro4acToTHUl CUIHAJL; rap-
MOHIKI
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