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Noise power estimating is the core of modern radio monitoring systems for solving tasks of spectrum
occupancy calculation, detecting and estimating signal parameters. The growth of electronic devices number
leads to an increase in overall noise level and its fast fluctuations. These devices often emit pulses or separate
carriers. Since radio monitoring equipment must operate under these conditions, it may not be possible to
exclude these components from radio noise measurements. It was shown that in some cases an increase in the
noise power by 20% of the expected value leads to an increase in the false alarm rate by an order. The aim
of this work is to develop and explore an iterative method for estimating the noise power with an unknown
occupancy of the analysis frequency band, which will have low computational complexity and estimates
independent of spectrum occupancy. The essence of the proposed method consists in two-threshold division
of frequency samples into signal and noise by a statistical criterion using the coefficient of variation of spectral
estimates. Thresholds are selected for a given false alarm rate. When threshold value of the coefficient of
variation is exceeded, it is considered that there are occupied frequency channels in the spectrum, and each
frequency sample is compared with the second threshold. Those samples that have exceeded the threshold
are considered signal, and the rest — noise. The described procedure is then repeated for noise samples until
all signal samples have been discarded. Also was developed method for calculating the noise power in time
domain using the obtained noise power in frequency domain. Algorithm evaluation has shown that it remains
robust for spectrum occupancy up to 60%. In this case, the relative error in estimating the noise power does
not exceed 5%, and the average number of iterations of the algorithm grows with increasing occupancy and
does not exceed 10.
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Introduction

In modern radio monitoring systems noise power
estimating problem is essentially important for solv-
ing tasks of spectrum occupancy calculation, detect-
ing and estimating signal parameters. Knowing noise
level can improve processes of signal recognition and
demodulation. Uncertainty of the noise power is mainly
due to variations in the gain of the low-noise amplifier,
calibration errors and the presence of interference. If
the first two factors lead to slow changes in the noise
level and can be easily taken into account, the latter
leads to its fast changes [1]. Interference is mainly due
to an increase of electronic systems number, in parti-
cular those that use low-bandwidth signals with low
power density, and leads to an increase in the overall
noise level and its oscillations. Therefore, considerable
attention is paid to measurement of such kind of noise
[2]. If there is no predominance of single radio sources
at the measurement site, noise characteristic has a
normal amplitude distribution and can be considered
as white Gaussian noise. However, in the conditions

of high density of electronic devices, which are often
found in large cities and residential areas, it is virtually
impossible to find a place where at least temporarily
not dominated by noise or radiation generated by a sin-
gle source. These sources often emit pulses or separate
carriers. As radio monitoring equipment must operate
in such conditions, it may not be possible to exclude
these components from radio noise measurements. In
addition, in some cases, the signals may be weaker
than the background noise. As a result, it is difficult
to detect and locate a weak signal with low power
density, using existing radio control systems with low
sensitivity. To extract signals from background noise
the newest processing methods should be used in future
spectrum control systems [3].

The resulting estimate of frequency band
occupancy depends on the value of the threshold,
which is determined by the noise power [4]. To detect
as much radio emissions as possible, regardless of their
power, it is advisable to use a dynamic threshold,
which is calculated regarding on the current noise
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power. Therefore, the development of methods for esti-
mating noise power in conditions of dynamic changes
in the electronic environment will provide a reliable
estimates of spectrum occupancy, as well as detection
of low power density signals by measuring changes in
background noise level.

1 Related works

The methods of estimating noise power proposed in
the literature are mainly based on statistical analysis of
signal spectra, autocorrelation function and calculation
of eigenvalues of the covariance matrix.

In [5,6], a consecutive mean excision (CME) algo-
rithm for detecting signal samples is proposed, which
can be used to estimate the noise power. Algorithms
such as CME are slow, as they take over a large number
of frequency samples, and some modifications need
sort operation. A similar approach is also proposed
in [7]. In [8], the noise power is estimated from the
free adjacent frequency channel. The problems of esti-
mating the noise level for cases of its slow change
in time, frequency dependence and in the presence
of signals in the analyzed frequency band are consi-
dered in [9]. Initially, the Forward CME (FCME)
algorithm was used to estimate the noise power. After
that, another algorithm constantly monitors significant
changes in the noise level in the frequency domain,
and in case of its occurrence, the FCME algorithm is
used again. It is shown that the proposed approach
has less computational complexity compared to CME.
However, the algorithm for detecting changes in the
noise level requires a complex procedure for calculating
hyperparameters, which values depend on the signal-
to-noise ratio (SNR). In [10] an iterative method of
simultaneous estimation of channel state and noise
power using EM-algorithm is proposed, and in [11]
noise level is measured using maximum likelihood esti-
mates at free time intervals. If there are OFDM signals
with cyclic prefix in the analyzed frequency band, it
is proposed to estimate the noise power in [12] by
analyzing the autocorrelation function. In [13], the noi-
se variance is estimated based on the assumption that
signal can be described by a system of Yule-Walker
equations with known coefficients. In [14] noise power
is estimated by spectrogram processing. It is assumed
that the probability of a signal occurrence in a given
frequency-time domain is 0.5. When deviating from
this value, as well as at high SNR values, the probabili-
ty of false alarm rate deviates from the required. In [15],
noise and signal levels are proposed to be estimated in
the frequency domain using the method of maximum
likelihood by iterative approximation. The most reli-
able way to prove whether a frequency band contains
only white Gaussian noise is to use the mathemati-
cal concept of singular value decomposition. This is
the most practical way to choose frequency band for
measuring the noise level [1]. In [4] to detect the maxi-

mum number of signals, it is recommended to define
the threshold as a noise level plus 3-5 dB. The noise
level is measured at an unused frequency or calculated
as an average of 20% of the frequency samples with
a minimum values. However, this approach will result
in reduced sensitivity to signal detection at low SNR
values, which is an actual today problem [16].

A common drawback of these works is absence of
accurate estimates of the measured noise power for
different levels of spectrum occupancy, which will sig-
nificantly affect the performance of signal processing
algorithms.

2 Problem statement

The aim of the work is to develop and explore
an iterative method of estimating the noise power
at unknown occupancy of analyzed frequency band,
which will have low computational complexity and
independent of spectrum occupancy estimates.

3 Dependence of false alarm
probability on noise power

Before describing the method of estimating the noi-
se power, we will establish how the probability of false
alarm depends on the deviation of the actual value of
the noise level from the expected one. This will further
make it possible to formulate the requirements for the
required accuracy of noise power estimation with the
allowable value of the false alarm rate error.

To separate received samples into signal and noise
one the Neyman-Pearson criterion is most often used
[17]. In this approach, the false alarm rate Pp is fixed at
some level, and decisive function is found by maximi-
zing the probability of detection. In any case, the test
is to compare the value of a function with threshold.
Threshold value is chosen based on the value of false
alarm rate. Most signal processing is performed in time
or frequency domains. Therefore we will consider these
cases.

Noise power determines the false alarm rate at a
fixed threshold value. At Fig. 1 is shown dependence
of the ratio of the actual probability of false alarm rate
Pr toits need value Pp, with increasing standard devi-
ation (SD) of zero-mean Gaussian noise o¢. Threshold
for Pp, was calculated for o¢,. From this figure it is
seen that when the required value of the probability
of false alarm rate Pp, decreases, its deviation from
the actual value of Pr increases for a fixed noise SD
o¢. Thus, when the deviation of the expected value of
noise SD from the actual is only 20% the value of Pg
increases by about 1.4 times for Pr, = 0.1 and almost
an order for Pr, = 0.0001. Moreover, the Pr deviation
rate will be the maximum for small values of o¢ /0y, .
For ¢ — oo the error in the value of the false alarm
rate will be Pp/Pp, — 0.5.
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Fig. 1. Dependence of the false alarm rate increasing
via noise SD

Similar curves can be constructed for the case
of signal processing in the frequency domain using
the Welch periodogram. The length of the analysis
sequence is IV samples, the length of the fast Fourier
transform (FFT) is Nppp and the overlap between
the windows is R samples. At Fig. 2 is shown the
dependence of false alarm rate increasing via noi-
se SD increasing for Npppr = 1024, N = 4Nppr,
R = 0.5Nppr and Hamming window function. If the
value of noise SD deviates from the expected at 20%,
the obtained value of the probability of false alarm
rate will be greater than expected by almost 4 times
for Pg, = 0.1 and 65 times for Pp, = 0.0001. With
increasing FFT length depicted at Fig. 2 dependences
practically do not change. As the overlap between the
windows R decreases, the curves will be flatter, and as
N increases, the curves will be steeper. This is due to
the dependence of noise SD in the frequency domain
on the parameters of the periodogram: with decreasing
R mnoise SD will increase, and with increasing N —
decrease. For the frequency domain for o — oo the
error of false alarm rate will be Pr/Pp, — 1.

4 TIterative method for noise
power estimating in frequency
domain

Iterative algorithms are often used in signal
processing due to their adaptability and recursi-
ve representation capabilities [17]. They provide
an approximate result and have less computational
complexity compared to analytical methods.

Fig. 2. Dependence of false alarm rate increasing via
noise SD for Nppr = 1024, N = 4Npp7 and
R = O~5NFFT

In time domain, noise and signal can be contained
in all samples to be analyzed. In this case, it is di-
fficult to estimate the noise power. In the frequency
domain, signal samples are superimposed on noise
only in occupied frequency channels. Therefore, it is
advisable to estimate noise power in frequency domain.

In [18,19] was proposed an iterative method of
detecting occupied spectrum bands. Its essence is the
two-threshold separation of frequency samples into sig-
nal and noise according to the statistical criterion using
the coeflicient of variation of spectral estimates. First,
the coefficient of variation is calculated for power
spectral density (PSD) samples and compared with the
threshold value. The threshold is selected for a given
probability of erroneous assignment of noise samples to
signal.

If the threshold value of the coefficient of variati-
on is exceeded, it is assumed that there are occupied
frequency channels in the spectrum and each frequency
sample is compared with the second threshold. This
threshold is chosen similarly to the previous one. Those
samples that exceed the threshold are considered sig-
nal, and the rest — noise. The described procedure is
then repeated for noise samples until all signal samples
will be detected.

Using the above ideas in Fig. 3 shows the algorithm
for estimating the noise power in frequency domain. We
will use the Welch periodogram to calculate the PSD
of the received signal.

In block 1 we enter such parameters: x — vector
of received signal samples; M — number of averaged
spectra; w — vector of window function samples; Q¢ —
vector of threshold values for coefficient of variation for
a given probability of false alarm rate; Pr — required
false alarm rate in frequency domain; n, — number of
detected signal samples.
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Fig. 3. Block diagram of noise power estimation
algorithm

In block 2, the PSD of the signal is calculated using
the Welch peroiodogram. First, the spectrum of the
window-weighted j-th signal segment is calculated by
the following expression:

Nrprr—1
kn

N a(m)w(n)e T

n=0

Xj (k)= (1)

The accumulation of M energy spectra will give
estimate of PSD:

M
P (k)= |1X; (k)" (2)
j=1

which is then normalized to energy
Py (k)

Py = Nppr—1 ’ (3)
Py (k)
k=0

In block 3, the value of the PSD coefficient of vari-
ation @ is calculated, which in block 4 is compared
with the threshold value for a given number of detected
signal samples Q¢ (ns). The probability density functi-
on of noise samples has central chi-square distribution
with M degrees of freedom. Then, for the separation of
signal and noise samples in the frequency domain, the
threshold value is calculated in block 5 by the following

expression [18]:

3
1 1 1
T— 1— 4
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where
4o 124+ 0.85H0T
~ 1+40.0001H -3 4 38

H:—ln(lfI;F>. (5)

Using this threshold in block 6 vector P, is divided
into the vectors of signal P and noise P¢ samples. If
at the current iteration of algorithm signal samples is
not detected (block 7), the noise level L¢ (block 11) is
estimated by the following expression:

1 &
Lf:E;Pf(k)v (6)
where N¢ = Nppp — ng — number of noise samples.

In block 8 for every iteration the number of signal
samples ng is updated. In block 9, the value of the
coefficient of variation @ is calculated for the energy-
normalized vector for noise samples PE- In block 10, the
previous vector of frequency samples Py is replaced by
the vector of noise samples P¢ . After that, among the
noise samples we again search for signals. Evaluation
of the algorithm continues until all signal samples will
be detected and rejected.

For samples of raw data, it is recommended to
perform one measurement with duration at least 0.5s
every 10-30s [1]. The proposed algorithm will give an
adequate estimate of noise if its level is approximately
the same at all analyzed frequencies.

5 Noise power calculation in time
domain

To determine the start and end time of a signal in
a frequency channel, it is necessary to know the noise
SD to set the desired threshold value. Noise SD in time
domain will be calculated using Parseval’s theorem [17]
according to such expression:

N-1
Dl ()] = gL, (7)
n=0



46

Buhaiov M. V.

where N = (M — 1)R+ Nppr — number of samples for
periodogram calculation; g — normalization coefficient,
which depends on the parameters of the periodogram
and the type of window function.

If noise is zero-mean, then its variance can be
calculated by this expression:

(8)

The value of g coefficient is determined based on
the fact that N samples of the signal in the time
domain must contain the same amount of energy as M
windowed segments of Nppp length. Then the value of
g can be determined from the following expression:

N
Nrppr—1

M jw(n)[?

(9)

g =
n=0

Taking into account expressions (7-9) we can
calculate noise SD with such equation:

L

(10)

0-‘5:

Having o¢ estimate and assuming that the noise has
normal distribution, we can calculate the value of the
threshold and for the required false alarm rate in the
time domain using expression 5.

Also we can calculate SNR in i-th frequency

channel: ) )
of — of
SNRZ == 250_7215,

i§

(11)
where o2, — noise variance in i-th frequency channel
with width Af;; 01.2£ — noise variance in given frequency
channel.

If the noise SD o¢ was calculated for bandwidth
AII, than for channel with bandwidth A f; noise power
can be calculated according such expression:

(12)

Similar calculations can be performed in the
frequency domain:

ki max
> P (k)

ki min

(kz max

where k; max and k; min — maximum and minimum value
of frequency sample index in i-th channel.

Calculated values of SNR can be used to predict
the quality of signals detection or demodulation when
designing electronic systems for operation in sophisti-
cated electromagnetic environments.

SNR; =

~1, (13)

ki min) Lf

6 Simulations and numerical

results

In this paper bandwidth occupancy n will be
calculated as the ratio of the sum of bandwidths of
all occupied frequency channels to the analyzed band-
width AIL. We will study the algorithm for two typical
spectrum shape cases. One for signals with almost
rectangular spectrum envelope (OFDM, filtered PSK)
and another for the rest spectrum shape envelopes. The
occupancies of frequency band was chosen such that
developed algorithm will remain stable.

For the first case analyzed frequency band contains
one OFDM signal, which occupies from 3% to 60% of
the bandwidth AII. For the second case, in frequency
band AIT we will place from 1 to 12 narrowband sig-
nals with different powers and bandwidths. Spectrum
occupancy will vary from 1% to 30%. Fig. 4a shows
result of OFDM signal processing with a spectrum
width of 0.58AIl with 10dB SNR and the following
parameters of the periodogram: M = 7, Npppr =
1024, R = 512, w = hamming. False alarm rate
Pr was chosen at 0.01. In Fig. 4b is shown the
case of narrowband signals processing. The noise level
is calculated according to expression 6 at signal-free
frequencies.

Fig. 5a demonstrates dependence of the relative
error of noise power estimate § via occupancy. For
one OFDM signal § does not exceed 1%. Numerical
results have shown that for the OFDM signal, the
algorithm with the above parameters remains stable
for occupancies up to 60%. At higher occupancies, the
algorithm gives inflated estimates of the noise power.
For direct sequence spread spectrum signals proposed
algorithm remains stable for signal bandwidth up to
0.4AITl. At higher occupancies, it is necessary to better
smooth PSD by accumulating more spectrum realizati-
ons M.

The dependence of the average number of iterations
of the algorithm required to estimate the noise power is
shown at Fig. 5b. When the band occupancy is about
20% of narrowband signals with different spectrum
widths and powers, the average number of iterations is
about 4, and the error is about 3%. For comparison, in
case of presence in analyzed frequency band one OFDM
signal with a spectrum width of 0.2AII under constant
preconditions, the average number of iterations did not
exceed 3, and the estimation error was less than 0.5%.

The influence of the window function on the value of
the error in estimating the noise power and the average
number of iterations of the algorithm is insignificant
and for practical applications it is advisable to choose
the window for the required level of sidelobes. Only the
rectangular window compared to other windows for the
OFDM signal has a relative error of estimating noise
power by an average of 2% while for other windows it
does not exceed in average 0.5%.
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If the signals dynamic range exceeds 30-40 dB or
in case of very high SNR, which leads to out-of-band
radiation, the use of window functions with low si-
delobes will provide less error for noise power estimates.
It is recommended to use nuttall and blackman-harris
windows to obtain stable estimates of noise power.

As the number of analyzed signal segments M
increases, the values of the relative error and the
average number of iterations to obtain an estimate
of the noise power decrease. Increasing the overlap
between adjacent windows R from 0.5 to 0.75 has little
effect on the error value. Increasing FFT length reduces
the error value with a slight increase in the number of
algorithm iterations.

Conclusions

The scientific novelty of the obtained result is
the development of an iterative method for esti-
mating the noise power at unknown occupancy of
analyzed frequency band, which has low computational

complexity. The result is achieved by two-threshold
iterative separation of frequency samples into signal
and noise according to the statistical criterion using
the coefficient of variation of spectral estimates. The
algorithm remains stable for bandwidth occupancy up
to 60%. The relative error in noise power estimating
does not exceed 5%, and the average number of iterati-
ons of the algorithm is not more than 10. The developed
algorithm should be used to improve the performance
of radio monitoring systems.

Prospects for further research in this area should
focus on improving the proposed method to process
spectrum bands with higher than 60% occupancy
levels.
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IrepaTuBHHUii MeTOn OIiHIOBAaHHH pPiBHYA
HIyMy HOpU HEBiZoMili 3aiffHATOCTI cMyru
4aCcTOT AHAJIZY

Byeatios M. B.

OUiHIOBaHHS TTOTYKHOCTI IIyMy € KJIIOYOBUM €JIeMEH-
TOM CY4YaCHHX CHCTEM PaJiOMOHITODHHTY AJjid BUDIIIEeHHS
3aB/IaHb BU3HAYEHHS 3aHHATOCTI CMYTH YaCTOT, BUSIBJIEHHS
1 OIiHIOBAHHS MapaMeTpiB CUTHAIB. 3POCTAHHS KiJIBKOCTI
Pa/Ii0eIeKTPOHHUX IIPUCTPOIB IIPU3BOAUTH 10 3POCTAHHS
3arajIbHOTO PiBHA HIyMy 1 M0ro pi3kmx KojamBaHb. Lli mpwu-
CTpol YaCcTO BUMPOMIHIOIOTH IMILy/IbCH a00 OKpeMmi Hecydi.
Ockinbku 00618 IHAHHS PAJIOMOHITOPUHTY MA€ MPAIIOBATH
B TAKWX YMOBaX, BUKJ/IIOYUTH Il CKJ/IAI0BI 3 BUMiPIOBAHb
paIionyMy MOYKEe BUSBUTHUCS HEMOKJIUBUM. ¥ POOOTI OKa-
3aHO, MO0 B JE€IKUX BUIMAJKAX 301IbIMEHHS PIBHS MIyMY BifT
ouikyBanoro Ha 20% mpU3BOIUTDL A0 3POCTaHHS HMOBIPHO-
cTi XuOHOI TPUBOTH Ha MOPAIOK. MeTow poboTu € po3po-
OIeHHS Ta JOC/IIZKEHHS ITEPATUBHOTO METO/TY OIIHIOBAHHS
PiBHA IIyMy IIPX HEBiIOMIiN 3afHATOCTI CMyru 4acTOT aHa-
Ji3y, [0 MAaTHUMe HEBUCOKY ODUMCIIIOBAIbHY CKJIQIHICTH Ta
He3asiexkHl Bij 3aBanTaxkenocti ominku. CyTHiCTH 3ampo-
HOHOBAHOI'O0 METOY IIOJIATa€ B JBOIIOPOTrOBOMY DO3/ILJIEHHI
YaCTOTHHUX BifJTiKiB HA CHTHAJIbHI Ta INIYMOBi 33 CTATHCTH-
YHUM KPHUTEPIEM i3 BUKOPHUCTaHHAM KoedirieHTa Bapiartii
CrieKTpaJibHuX OIIHOK. Iloporm obuparorbecs s 3a/1aHO01
#imoBipHOCTI XMOHOI TpmBOrU. Y pa3i MEepPeBHIIEHHS IOPO-
TOBOTO 3HAYEHHsT KoedimienTa Bapiamii BBaXKAETHCH, MO y
CIIEKTPl € 3afHATI 9aCTOTHI KaHAId 1 KOXKEH YaCTOTHHI
Bi/JIIK TIOPIBHIOETHCA 3 ApyruM moporoM. Ti Bipgmikwm, 1mo
TIEPEBUIIIIN TIOPIT BBAXKATHCA CUTHAJIHHUMHE, & PEmITa —
mymoBumu. Iliciag mporo ommcana mponemypa IOBTOPIOE-
ThCA JjIs NIYMOBUX BIJIKIB 10 THX Mmip, JOKH He Oyie
BimKMHYTO yCi curHamabHi Bimtiku. Po3pobsieno meromn-
Ky PO3PAXYHKY CePEeIHBOKBAIPATHIHOIO BIAXUIEHHS IIIYMY
B 9acoBiil 006J/1acTi 13 BUKOPHMCTAHHAM OTPUMAHOIO DPiBHS
myMy B 9acTOTHIM obmacti. JlocmimKeHHsT aJrOpUTMy II0-
Ka3aJiy, 0 BiH 3a/IMIIAETHCH CTIMKUM J1JIs 3aBAHTAXKEHOCT]
cMyTm 9acToT anamsy 10 60%. [Ipu mpoMy BiAHOCHA TIOMPI-
Ka OIHIOBAHHS PIBHA NMIyMy He mepesuulye 5%, a cepeas
KUIBKICTh iTepamiii ajsropurMmy 3pocTae 31 30lIbHIeHHAM
3aBAHTAYKEHOCTI 1 cKaagae He Oiabire 10.

Karowosi caosa: 3aifiHATICTE CMYTH 9acTOT; iTepaTHB-
Hul MeTo; KoedillleHT Bapiallil; mepiogorpamMa; paIioMOHi-
TOPHWHT; PAJIOYACTOTHHIA CIIEKTD; PIBEHDb UIyMy
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UrepaTuBHBIT METO/] OIIEHUBAHUA yPOB-
Hd I[IyMa OPH HEU3BECTHOI 3aHATOCTH
MOJIOCHI YaCcTOT aHaJM3a

Byzaés H. B.

OHeHKa MOIIHOCTHU ITYMa ABJIAETCA KJIIOYIEBbIM 3JI€MEH-
TOM COBPEMEHHBIX CHUCTEM PAaJIUOMOHUTOPHWHIA I pernie-
HUS 3329 OlIpe/IeJIeHNs 3aHATOCTH I0JIOCHI 9acTOT, O0Ha~
DyKeHUsl U OIEHKHU IIapaMeTPOB CHUTHAJIOB. PocTt kosmge-
CTBa PaMO3JIEKTPOHHBIX YCTPONHCTB BEJIET K POCTY OOILIEro
YPOBHSI WIyMa ¥ €ro pPe3KUM KOJIe0aHWsIM. DTH yCTPOU-
CTBa 9aCTO U3J/I1y4Yal0T UMILIYJIbChl NI OTAE/IbHbIE HEeCyIue.
TTockobKy 060pyI0OBaHME PAJUOMOHUTOPHHTA, TOJIKHO Pa-
6OTaTb B TaKUX YC/JIOBUAX, UCKJJIIOYUTH 3TU COCTABJIAIOIIAC
U3 U3MEPEeHWil PaJMONIyMa MOXKET OKa3aThCd HEBO3MO-
KHBIM. B paboTe moKa3aHO, YTO B HEKOTOPBIX CIIyUIasX
yBeqmueHne ypoBHs mryma Ha 20% oT oxkummaemoro Bemer
K BO3PACTAHWUIO BEPOATHOCTH JIOXKHON TPEBOTH Ha IIOPHA-
nok. Iesbro paboTh SBIISTETCST pa3pabOTKa U WCC/IEIOBAHIE
UTEPATUBHOTO METOZIa OIEHKH YPOBHA IMyMa IIPDU HEU3BE-
CTHOM 3aHATOCTH II0JIOCHI YaCTOT aHaJIn3a, 9TO 6yﬂeT HNMETH
HEBBICOKYIO BBIYUCIUTE/IBHYIO CJIOXKHOCTHh W HE3aBUCUMBIE
0T 3arpy:KeHHOCTHU OneHKu. CyIIHOCTD [IPeIaraeMoOro Me-
TOAa COCTOUT B ABYXIIOPOTOBOM pPa3ae/IeHUN YaCTOTHBIX

OTCYETOB HA CUTHAJIbHBIE U NIYMOBBIE 110 CTATHCTHUYECKO-
MY KPUTEPHUIO C UCTIOJIH30BaHNEM KO3 DUITMEHTA BapUAIIUN
CIIEKTPAJIbHBIX OIMEeHOK. [loporu BBIOMpAIOTCS I 3ajaH-
HOM BEPOATHOCTH OMIMOOYHON Tpeporu. IIpu mpesBblimeHnn
TIOPOTOBOr0 3HadYeHWsT KO3 dUIPIeHTa BapUaK CUNTae-
TCsI, ITO B CIIEKTPE MMEIOTCS 3aHSATHIE YACTOTHBIE KAHAJIBI,
M KaXKJblil Y9aCTOTHBIA OTCYET CPABHUBAETCA CO BTOPBIM
moporoM. Te OTCUYETHI, UTO MPEBBICUIN TIOPOT, CUUTAIOTCS
CUTHAJIbHBIMH, @ OCTaJibHBIE — mNrymoBbIMu. Iloce 3TOTO
OnMCaHHAas IPOIEAYPa HOBTOPAETCs sl NIyMOBBIX OTCYe-
TOB JI0 T€X TOP, TIOKa He OYIyT OTOPOIIEHBI BCE CUTHAILHBIE
orcueTsl. Pazpaborana meronmka pactueTa CpemsHEeKBaIpa-
TUYECKOr0 OTKJIOHEHUs IIyMa BO BPEMEHHON objactu ¢
WCTIOJIb30BAHMEM TIOJTYIY€HHOTO YPOBHS NIyMa B YACTOTHOM
obmactu. VccneroBanus aaropuTMa MoKa3aJin, ITO OH OCTa-
ercsd yCTOMYUBBIM [IJIsl 3arPYKEHHOCTH [IOJI0CHL 9acTOT aHa-
mm3a 10 60%. Ilpn 3ToM OTHOCHTETHHAS ONTUOKA OIEHKHT
YPOBHsA ImyMa He mpeBbimaer 5%, a CpemHee KOJMIeCTBO
urepanuii aaropuT™Ma pacTeT ¢ yBEJIUYEHUEM 3arpyKEeHHO-
ctu u cocrasisieT He 6osee 10.

Karouesvie croea: 3aHATOCTH IOJIOCHI YaCTOT; UTEPa-
TUBHBIN MeTO; KO3} DUIMeHT BapUAIUN; EePUOIOTPAMMA;
PaAuOMOHUTOPHHT; PAAUOYACTOTHBIN CIIEKTD; YPOBEHD IIy-
Ma
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