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Wide use of software-defined radio has led to a significant sophistication of electronic environment. This is
mainly due to ability of generation signals of almost any shape. To detect signals with an unknown dynamic
frequency-time structure, it is advisable to use advanced energy detector algorithms. The purpose of this
article is to automate processes of stochastic signals detection and time parameters estimation under the
conditions of unknown frequency-time structure of signals and noise power. The essence of proposed method is
to detect and track temporal energy changes averaged over L samples of received signal in selected frequency
channel. Threshold value for a given probability of false alarm is calculated using current estimates of signal
power. This threshold is dynamic and is refined only in time intervals free from the signals. In those time
windows where energy exceeds threshold, a decision is made about the presence of a signal. An algorithm
for detecting stochastic signals is proposed. If a signal is present at the initial moment of time, proposed
algorithm can detect ounly its end by a sharp decrease of signal energy. After that, new noise level is estimated
and threshold value is refined. Detection curves of proposed algorithm are obtained. It is shown that when
number of samples L is increased by an order, the gain in signal-to-noise ratio in signal detection is about
4 dB. The maximum value of correct detection probability of a pulse signal is achieved with the same pulse
duration and the length of the integration interval. Compared to method of signal smoothing with moving
average window, proposed method has less computational complexity, simplifies the search for signal time
boundaries, and gives smaller errors in signal duration estimates. Recommendations for the implementation
of developed algorithm are formulated.
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Introduction

Due to rapid development and implementation
of software-defined radio technology in modern radio
systems, it has become possible to generate signals of
almost any shape [1,2]. This fact leads to sophisticati-
on of electronic environment and stimulates theoreti-
cal and applied research for improving methods and
algorithms of stochastic signals detection. For signal
detection with an unknown structure that can change
dynamically, it is advisable to use advanced energy
detectors, since such detectors do not require informati-
on about signal structure, and only use difference
in signal energy levels and background noise. This
approach will provide fast estimation of frequency
channel occupancy for cognitive radio systems [3], as
well as signal detection in radio monitoring systems.

1 Related works

Problems of stochastic signals detection and time
parameters estimation are considered in numerous sci-

entific papers. An overview of classical approaches to
stochastic radio signals detection is given in [4]. Energy
algorithm for signals processing from multiple antennas
is proposed in [5]. Presented in [6] method compares
energies of filtered and unfiltered signal samples. In [7],
Hough transform from a spectrogram is used to detect
stochastic pulse signals, and in [8], it is proposed to
perform a sequential analysis of signal envelope. To
avoid the influence of signal envelope fluctuations, a
two-threshold method of signal detection was proposed
in [9]. Proposed in [10] algorithm uses rank filtering
of smoothed signal energy and provides a probability
of correct detection of 0.87 at a signal-to-noise ratio
(SNR) of 0 dB. Proposed in [11] method is based on
utilization of statistical characteristics of signal energy
ratios in subbands and does not require information
about the noise power or signal structure.

Analysis of existing methods and algorithms for
stochastic signals detection demonstrates their relati-
vely high computational complexity and inability of
time parameters estimation. Therefore, implenentation
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of a fast method for stochastic signals detection and
time parameters estimation is a current challenge.

2 Problem statement

The aim of the article is to automate processes of
stochastic signals detection and its time parameters
estimation under the conditions of unknown frequency-
temporal structure of signals and noise power.

3 System model

The essence of proposed method is to detect and
track changes of temporal integral energy characteri-
stics of received signal in given frequency channel.

The initial conditions for the development of an
advanced energy detector are following assumptions
[12]:

1) occurrence of a signal with a random structure
in analyzed frequency channel results in energy level
increasing in analyzed channel;

2) noise power changes much more slower and have
a smaller dynamic range comparing to the signal power.

If the noise level is unknown, it must be estimated
for threshold calculation. This estimate is an average
energy over the integration interval. In those time
windows, where energy exceeds threshold, a decision
about the presence of a signal is made. In such time
window, if necessary, we can search for more accurate
signal boundaries.

Estimates of noise power are calculated with its
L samples. Using this estimate, the threshold for a
given false alarm probability is calculated, threshold
processing is performed, and time parameters (time
boundaries, duration) of detected signals are esti-
mated.

Vector of complex received signal in analyzed
frequency channel may be written in the following
form:

(1)

where sy, sq — samples vectors of in-phase and
quadrature signal components;

&1, £ — samples vectors of in-phase and quadrature
noise components;

j = /=1 - imaginary unit.

Vectors &1 and {q are normally distributed with
zero mean and equal standard deviations (SD) o¢, =
0¢o- Then complex noise vector will also have a
zero mean, and its SD is calculated by the following
expression:

oe = ,/Ugl +U§Q = \/5051 = \@ogQ.

To detect stochastic signals and determine their
time boundaries in analyzes frequency channel, we will

x =81+ jsq + &1 + jéqQ,

(2)

calculate average energy of received signal over L
samples according to the following expression:

1 L
Ep = Z(ﬁ (i) + 23 (i)). (3)

|

Sampled values of energy Ej are gamma distri-
buted. Threshold value v for E}, can be calculated as
the quantile of the gamma distribution of p = 1 — P
level for a given probability of false alarm Pr. To
accomplish this, we use an approximation of gamma
distribution quantile «y, using chi-square distribution

X [13]:
W =x5(2(L+1), (4)

where x2 (2 (L + 1)) is a value of quantile of p level for
x? distribution with K = 2(L + 1) degrees of freedom.

Using the Wilson-Hilferty approximation of x? di-
stribution quantiles [13] threshold value v can be
calculated using the following expression:

()

where C' is a refined value of noise energy and

1,24 + 0, 850657
U= _ 2,387
1+0,0001H—3 + 238

Pr
1-pp )

Calculated in this way threshold will be dynamic,
as it tracks noise power changes in given frequency
channel.

Value of C is calculated as arithmetic mean
of energy Ej for those integration intervals where
threshold is not exceeded. Where threshold is exceeded,
C is not refined.

Since there are no estimates of noise power in
analyzed frequency channel at the initial stage of
observation, two possible cases must be considered:
signal is present or absent in analyzed channel.

In the first case, due to uncertainty of noise power,
we can only detect the end of signal by a sharp
decrease of energy in given channel. A sharp change
of channel energy is considered to be a change that
exceeds current value of power estimation SD o by
a factor of . The coefficient « determines probability
that a random local energy drop will be accepted as
signal end and depends on length of integration window
L. When L > 30 probability density function of £y, can
be approximately considered as normal. Then, in the
case of a rectangular signal envelope, for a value of the
coefficient o = 6, it can be assumed with a probability
of 0.997 that a sharp change in energy has occurred
and a signal end has been detected. Then noise level
may be estimated and threshold recalculated.

If there is no signal at initial time, noise level in
frequency channel is estimated, threshold is calculated,

(6)

H= —0,961n(



34

Buhaiov M. V.

and if it is exceeded, a decision of signal detection is
made. As long as the calculated energy values exceed
the threshold, its value does not change and the noise
power is not refined.

In sophisticated electronic environment with sharp
changes of power in analyzed channel, as well as a signi-
ficant number of such levels, it is advisable to estimate
noise power at the time interval with the lowest power
level.

The choice of L value is compromised. To increase
the accuracy of noise power estimates, L should beas
large as possible. On the other hand, to reduce errors
of signals time parameters estimates, L should be as
small as possible.

The error in determining signal begin At caused
by a mismatch between signal begin and integration
interval start. This error is a uniformly distributed
random variable and varies from 0 (start of integration
interval coincides with signal begin) to L.

Error in estimating signal duration ¢; depends on L,
error in determining signal begin At, and SNR (at low
values). Value of this error for different signal durations
can be estimated by the following expression:

L
— 1, k>1
=4 (7)
") pL- N bl
Ny 7

where N — pulse length in samples;

k = L/N, — ratio of integration interval and signal
duration;

p=[Ns/L | —rounded to the nearest integer ratio
of the signal duration and window length.

When At ~ 0.5L/F, for k > 1, value of ¢; can be
twice larger as that calculated by expression (7), and
for £k < 1 it can be g, + 2L. The error value ; can be
zero even when At # 0, for cases when k < 1 and Ng/L
is an integer.

4 Algorithm of stochastic signal
detection

Figure 1 shows block diagram of stochastic signals
detecting algorithm in a given frequency channel. This
algorithm requires following input data: vector of recei-
ved signal samples x, value of false alarm probability
Pr, length of integration interval L and coefficient «, as
well as auxiliary variables ¢, K. Variable ¢ corresponds
to number of integration interval of length L and is
used only at initial stage of algorithm. Variable K is
used to store the number of integration intervals in
cases where there is a sharp decrease of signal power.

In block 2, average value of signal energy FEr (%)
contained in L signal samples is calculated in
accordance with expression (3) for the i-th integration
interval. If i = 0 (block 3), then value of coefficient
C (refined energy value) is equated to energy value

Ep, (block 4) and threshold is calculated (block 5) in
accordance with expression (5).
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| 1
X, Pr,L,0,i=0,
K=1
! 2
E;(i) calculation (eq.3) |

3
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| 5
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|
6
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yes ;
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8
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Fig. 1. Block diagram of stochastic signal detection
algorithm
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If it is not the first processed signal fragment (i >0),
value of average signal energy FE (i) calculated at this
iteration is compared with threshold value ~y(i — 1)
calculated at the previous iteration (block 6). If this
condition is fulfilled, a decision of signal start detection
is made and threshold value at current iteration is equal
to corresponding value for previous iteration (block 7).
If threshold is not exceeded, then SD o (i) of vector W
is calculated and value of K is increased by 1 (block 8).
Vector W contains values of E,(4) for those integration
intervals where threshold is not exceeded. In block 9,
refined value of energy C is calculated, which is used
to calculate threshold in block 10.

In block 11, a sharp decrease of signal energy is
detected. If such decrease is detected, a decision is
made about signal end. Then value of auxiliary variable
K is equal to 1 and value of coefficient C' is equal to
value of average energy over a given integration interval
(block 12). Blocks 11-13 are mainly intended to detect
signal end in case when it was present at initial moment
of time, as well as to process false alarms.

5 Results and discussion

At a small value of parameter «, an additional
mechanism of false signal samples detection due to
sharp random changes in noise power appears. Figure 2
shows results of threshold processing of noise samples
for Pr = 1072 and @ = 4 (a) and « = 6 (b) at
L = 20. Figures 3a,b show similar graphs for L = 100.
In these figures E (i) and «y(i) denote average energy
and threshold for the i-th integration interval, respecti-
vely. Value of n-th sample of received signal is denoted
as x(n). For both cases, 10° samples of noise were
analyzed.

Comparative analysis of Fig. 2 and Fig. 3 allows
us to conclude that by increasing length of integration
interval L, we can reduce frequency of false threshold
exceedances for fixed values of noise sample length and
Pr. The same effect can be achieved by increasing
coefficient a.
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Fig. 2. Thresholding of noise samples for @ =4 (a) and a =6 (b) at L = 20
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Fig. 3. Thresholding of noise samples for « = 4 (a) and a = 6 (b) at L = 100
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In the study pulses with a rectangular envelope
filled with white Gaussian noise were used as a signal.
Signals using OFDM technology (LTE, Wi-Fi) have a
similar structure.

Figure 4 shows results of received samples
thresholding in frequency channel at SNR of 0dB
for the case when there is no signal at the start of
observation. Length of integration window was L = 20
(Fig. 4a) and L = 100 (Fig. 4b). Total number of
analyzed samples was 10%. Probability of false alarm
was set at 1074, and value of the parameter o = 6.
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Figure 5 shows similar graphs for SNR value of
5dB.

Figure 4 and Figure 5 shows that at the initial stage
of detector processing, threshold value fluctuates near
its true level, stabilizing with an increase in number
of integration interval i. Moreover, amplitude of such
oscillations decreases when L increases. Also, when L
increases SD of signal envelope decreases and signal
can be detected at lower SNR.
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Fig. 4. Thresholding for the case of no signal at observation start for L=20 (a) and L=100 (b) at SNR = 0dB
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Fig. 5. Thresholding for the case of no signal at observation start for L=20 (a) and L=100 (b) at SNR = 5dB

Figure 6 shows results of received samples
thresholding in frequency channel at SNR of 0 dB
for the case when signal is present at the initial time
of observation. Length of the integration window was
L =20 (Fig. 6a) and L = 100 (Fig. 6b).

Figure 7 shows similar graphs for SNR of 5 dB.

Figure 6 and Figure 7 shows that the presence of
a signal at initial moment of observation makes it di-
flicult to detect its end and further estimate the noise
level, especially at small values of L.
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Fig. 6. Thresholding for the case of a signal present at observation start for L = 20 (a) and L = 100 (b)

at SNR = 0 dB
151
101
101
3 3
3 3 7
= 5 =
Q Q
£ £
<< < ol
0_
x(n) x(n)
. — D) . — B
. == ¥l
0.0 0.2 0.4 0.6 0.8 10 0.0 02 0.4 0.6 0.8 10
n 1e4 n le4

(a)

(b)

Fig. 7. Thresholding for the case when signal is present at initial time of observation for L = 20 (a) and
L =100 (b) at SNR = 5 dB

Figure 8 shows dependence of correct detection
probability via SNR for different k (ratio of integration
interval and signal duration) and pulse duration of 100
samples (a) and 1000 samples (b) at Pr = 104, Ti-
me mismatch At between signal begin and integration
interval start was chosen randomly for each value of k.
Criteria for signal detection was at least one value of
FE;, exceeds threshold within the true pulse duration.

From depicted above graphs following conclusions
can be made:

1. For the same L at a fixed SNR, probability of
correct detection will be maximized when signal begin
and integration interval coincide.

2. For a fixed k, when L is increased by an order
SNR gain for signal detection is about 4 dB.

3. With the same SNR and At¢, maximal probability
of correct detection is achieved at k = 1.

Experiment also has shown that detection curves
are the same for both coherent signal structure and
noise signal.

Figure 9 shows dependence of correct detection
probability via SNR for different Pr at £ = 1 and pulse
durations of 100 samples (a) and 1000 samples (b).

It is established that to ensure probability of correct
detection Pp = 0.9 when probability of false alarm
decreases from 10~* to 107!, it is necessary to have
an additional SNR of about 2.5 dB. When Pr decreases
from 10710 to 107!, only about 1.5 dB is required.



Byraitos M. B.

38
LO4l o k=o01,At=6 1.0
-o- k=0.25At=24 7
b.74
0.81 -4- k=0.5,At=17 ) 0.8
---- k=0.75,At = 45 /
06, —* k=14t=18 ' 06 17
o —=— k=15,At=128 i . /#
* —— k=2,At=18 ;) < !/ 74 k=05,At=333
7 1
047 __ k=3,At=240 Far 0.4+ v ,i ---- k=0.754At=83
i —— k=1,At=333
0.2 P 0.2 % k=15 At=833
—— k=2,At=1333
—— k=3 At=2333
0.0 H=A=FET 2 — . . . 0.0 ‘ ‘ ‘ ‘ ‘
-8 -6 -4 -2 0 2 -12 -10 -8 -6 -4 -2
SNR, dB SNR, dB
(a) (b)
Fig. 8. Dependences of correct detection probability via SNR for different k£ and pulse durations of
100 samples (a) and 1000 samples (b)
1.0 B /o
L0V o p=10 ERd af -v- Pp=10"% ,", "y
_ . —10-6 ’ ] ’
-4- Pr=10"% /4 A 084 +- Pr=10 ,': A
087 ___. p.=10° Y77 - Pe=10% ¥
ANy ! h ] ]
— Pe=10"% ,1 ,‘ ‘f o6 —— Pr=107"10 / ',l ',:
r I 1 t
061 — p.=10"12 F : — Pr=10"12 il ¢ !
a _ v P (=) J ]
£ —— P=10 14 ¥ 5o o Pr= 10714 / / !
’ i 1
041 — Pr=10"16 0.4+ Pr=10"16f Y
I’V
0.2 0.2
0.0 1 0.0
8 -6 -4 -2 0 2 4 -12  -10 -8 -6 -4 -2
SNR, dB SNR, dB
(a) (b)

Fig. 9. Dependences of correct detection probability via SNR for different Pp and pulse durations of
100 samples (a) and 1000 samples (b)

Figure 10 shows detection curves for developed average, gives smaller errors of signal duration esti-

detector using statistics £, and statistics £ which is
instantaneous smoothed signal energy using a moving
average window [14]. Length of integration window L
was 100, and probability false alarm for both detectors
was set at 1074, As we can see, developed detector
requires about 5 dB less SNR to provide the same
probability of correct detection Pp as the detector
based on F statistic. Moreover, for the latter algorithm,

noise power must be known.

Compared to the method of signal smoothing
using a moving average window of L samples,
proposed method requires L times fewer operations
of squares sums calculation of L numbers and L
times fewer operations of numbers dividing (when
normalized). Also, this approach greatly simplifies
algorithm for finding signals time boundaries after
thresholding, since signal envelope calculated in this
way will less fluctuate. For short pulsed signals at low
SNR, proposed approach, in comparison with moving

mates.
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Fig. 10. Detection curves for Pr = 1074 and L = 100
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6 Recommendations

1. At low SNR (less than 2-3 dB) and a small value
of Pr, false detections of signal begin and end may
occur. In this case, L should be chosen as large as
possible.

2. At large L, error in signals time boundaries esti-
mates, especially for short pulses, can exceed duration
of pulses themselves. Therefore, it is advisable to use
some detection strobe with possible signal boundari-
es taking into account the predicted errors of time
parameters estimates.

3. Threshold adjustment in case of signal absence
recommended to performe not continuously, but within
a certain time interval. After that, reset accumulated
value and refine noise level again.

4. For pulsed signals detection, it is recommended
to choose L that fulfill such condition: 0.5 < k& < 2.

5. To detect continuous signals, it is recommended
to choose L as large as possible. The limit in this
case will be maximum permissible error in determining
signals begin.

6. Obtained noise power estimates can be used
to calculate (using Parceval theorem) noise level in
frequency domain. This will allow you to calculate
threshold for detecting signals in frequency domain.

Conclusions

Proposed detector allows detecting and estimating
stochastic signals time parameters at the background
of an unknown and variable noise power. Developed
algorithm is insensitive to parasitic signal amplitude
modulation associated with frequency-selective fading
in propagation channel and other effects. Increasing
length of integration interval by an order provides SNR
gain in signal detection for about 4 dB. Maximum
value of pulsed signal correct detection probability is
achieved when pulse duration and integration interval
have the same length. Compared with a method
of smoothing signal using moving average, proposed
method has less computational complexity, simplifies
search for signal time boundaries, and gives smaller
errors of signal duration estimates. Detector can be
implemented in cognitive radio systems, automatic
radio monitoring complexes, and other radio systems
where it is necessary to fast estimate occupancy of
frequency channels. Prospects for further research in
this area should be focused on development algorithms
to estimate more precisely time parameters of detected
signals.
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JleTekTop eHeprii CcTOXacTHMYHUX CHUTHA-
JIiB B IIIyMOBiii HEBU3HAYEHOCTI

Byazatios M. B.

Metoio mamoi cTaTTi € aBTOMAaTH3allis IIPOIECIB e-
TeKTyBaHHs CTOXACTUYIHUX CHIHAJIB TA OLIHKU YaCOBUX
TapaMeTpiB 32 YMOB HEBiIOMOI 9aCTOTHO-IACOBOI CTPYKTY-
pu curHaJiB Ta noTyxRHOCTL myMmy. CyTh 3aIPOIOHOBAHOTO
METO/1y IIOJIATAE y BUABJIEHHI Ta BIICTEXKEHHI yCepeIHEeHNX
3a L BigjikaMu CHTHAJIy 9aCOBUX 3MiH eHeprii NpuitHd-
TOrO CHTHAJIYy B O0paHoMy YacToTHOMY Kanasi. [loporose
3HAYEHHA I 3aaHO0l HMOBIPHOCTI IIOMHJIKOBOI TPHUBOI'HU
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PO3PaXOBYETHCS 3 BUKOPUCTAHHAM IIOTOYHHUX OI[HOK IIOTY-
KHOCTI curHasy. Ileit mopir € gUHAMIYHNM 1 yTOYHIOETHCS
JIIlle y BUIBPHUX BiJ CHTHAJIB iIHTEpBaJaxX dacy. Y THX da-
COBUX BIKHAX, /e €HEePTris MEePEBUILYE MOPIT, IPUUMAETHC
PINIEHHST PO HASIBHICTH CHUTHAJY. 3aIPOMOHOBAHO aJIro-
PUTM [I€TeKTYBAHHS CTOXACTUIHUX CATHAJIIB. fKmio curuan
MPUCYTHIN y MOYATKOBUN MOMEHT d9acy, 3aIPOIIOHOBAHUMA
QJITOPUTM MOYKE BHUSIBUTH JIMIIE HOro KiHEIh 3a pI3KMM
3MeHIIeHHAM eHeprii cursamay. llicag mporo omiHIOETHCH
HOBUIl DiBEHb IIyMy Ta YTOYHIOETHCH [IOPOIOBE 3HAYEH-
. OTPUMAHO KPWBI BUSIBJIEHHSI CTOXACTUIHOIO CUTHAJIY
3 BHKODHCTAHHAM 3alIPOIIOHOBAHOrO ayropuTMy. Ilokasza-
HO, 10 IpH 30L/IbIIEeHH] KiJbKOCTI BilKiB L Ha IOPSI0K
BUTpANl y BiJHONIEHHI CHUTHAJI/UIyM NpW BUSIBJIEHHI CH-

THaJy CTaHOBUTH Omm3bko 4 1Bb. Makcumasbie 3HAYEHHS
BipOTiAHOCTI TPABUILHOIO BUSBJIEHHS IMITYy/IbCHOTO CUTHA-
JIy [OCATAE€TbCA IIPU OJHAKOBIMl TPHUBAJIOCTI IMIIyJIBCY Ta
J[OBXKUHI 1HTEpBajly IHTErpyBaHHs. 3aIllPOIIOHOBAHMIL Me-
TOJ Ma€ MEHIIY ODYMCIIIOBAIBHY CKJIAJHICTH MMOPIBHSIHO 3
MeTOJIOM 3TJIAJKyBAaHHS CHTHAJIY 3 KOB3HHM CepeIHIM Bi-
KHOM, CIIPOIIY€ MOIIYK YaCOBMX I'DAHHUIb CATHAJY Ta A€
MeHMI MOXMOKM B omiHkax TpuBasocti curaaay. Cdbopmy-
JIOBAHO PEKOMEHAI] 00 BIPOBAXKEHHS PO3POOIEHOTO
AIrOpUTMy.

Kn104061 €064 CTOXaCTUYHUM CUTHAJIT; JETEKTOD €HeP-
rii; wacoBl mapaMerpu; YacTOTHUI KaHAJ; PIBEHb IIyMy;
TIOpir; iHTepBaJI iIHTErpyBaHHSI
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