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The use of autonomous sensors for analyzing wide bands of radio frequency spectrum requires using the high-
speed analog-to-digital converters (ADC). The operation of such devices with high bit resolution requires
several watts of power. One-bit ADC will reduce power consumption and simplify the analog part of the
receiver. The goal of the research is to determine the features and conditions under which it is advisable to
analyze the radio frequency spectrum in a sophisticated radio electronic environment using a one-bit ADC.
The problem of using such ADC is the deterioration of the signal-to-noise ratio (SNR) and the occurrence of
spurious spectral components at its’ medium and high values. The task of spectrum sensing is complicated
by the fact that a large number of signals with different values of bandwidth and SNR can be simultaneously
present in the analyzed frequency band. After a one-bit ADC, the energy of the complex signal remains
unchanged regardless of its shape. Therefore, at high SNR values, the signal energy flows into spurious
spectral components. When the bandwidth of the signal increases to 30% of analyzed frequency range and
higher, the spurious spectral components are transformed into a broadband pedestal. Analytical dependencies
have been obtained that allow us to calculate the values of the SNR at which signals can be detected and
spurious spectral components appear. These dependencies take into account the parameters of the Welch
periodogram and the level of spectrum occupancy. The results of the analysis of real signals showed that
the shape of the signal spectrum after one-bit ADC repeats the shape of the spectrum after an 8-bit ADC,
except for the absence of some weak signals. The cost for simplified hardware implementation and lower
power consumption when using one-bit ADC compared to ADC with higher resolution is a narrowing of the
dynamic range of signals. The use of one-bit ADC for spectrum sensing will be justified only when there is
information on the analyzed bandwidth occupancy and the SNR of the signals that can be observed.
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Introduction

Nowadays, radio spectrum sensing is increasingly
performed using networks of autonomous sensors [1,2],
including those placed on unmanned vehicles. In such
conditions, the task is in increasing the autonomy
of radio monitoring devices by reducing their power
consumption. Analysis of wide bandwidth requires the
use of high-speed analog-to-digital converters (ADC).
The operation of such devices with high bit resolution
requires several watts of power. In particular, at a
sampling rate of 3.2 GHz/s, the power consumption
for an 8-bit ADC is 105 mW, and for a single-bit
ADC, it is only 20 uW [3, 4]. One-bit ADC can
be implemented using high-speed comparators. For
spectrum sensing, this solution is quite attractive due
to its low cost, low power consumption, and high
sampling rate. This is achieved at the expense of some
deterioration in system performance due to the loss
of some information (thesignal is quantized by only
two levels, usually 4+1 and -1, and can be represented
by only one bit of data). The use of one-bit ADC
will simplify the analog part of the receiver due to a

significant narrowing of the dynamic range of the input
signal. In particular, there is no need for automatic gain
control [5] because the risk of signal saturation and
clipping disappears. Therefore, the study of spectrum
sensing peculiarities using one-bit ADC for small-sized
broadband autonomous radio monitoring devices is an
urgent scientific and applied task.

1 Related works

The issues of signal processing in low-bit quanti-
zation are considered in numerous works devoted to
the study of communication systems, radar systems,
and radio monitoring systems.

In [6-16], it was proposed to use one-bit ADC to
reduce the power consumption and complexity of the
hardware of MIMO base stations. It is shown that this
approach practically does not degrade the quality of
the system. It is shown in [17] that 2-3 bits are sufficient
to solve most signal processing tasks. Processing losses
when using a low-bit ADC increase with an increase
in the signal-to-noise ratio (SNR). Therefore, ADCs
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with bit resolution of more than 3 bits are advisable
to use for medium and high SNR values. The use of
one-bit ADC in radar systems reduces their cost and
power consumption [18]. In [19], a signal pre-processing
algorithm is proposed to reduce higher-order spurious
harmonics, which is especially relevant for the case of
simultaneous observation of several targets. It is shown
that for low values of SNR, processing gain is about
1.3 dB, and at high SNR, the losses are about 1 dB.
In [20], as a result of analytical calculations, the value
of processing losses for the case of an unquantized
signal and a quantized one-bit signal was obtained at
the level of 2 dB.

In [21,22], it is shown that the losses of a one-
bit ADC are about 2 dB and can be compensated by
increasing the sample size by 2.47 times. In [23], it is
shown that a few bits of ADC resolution are sufficient
to obtain adequate estimates of the frequency spectrum
even for a complex signal environment. A broadband
radio monitoring system is proposed in [24,25]. It is
shown that the use of one-bit data greatly simplifies
the hardware implementation of fast Fourier transform
(FFT) modules and a signal detector. In [26], it is
shown that the use of 2-3 bits in spectrum sensing
provides almost the same results as processing an
unquantized signal. In [27], an approach is proposed to
detect unoccupied frequencies when processing one-bit
signal samples. In [28], it is shown that it is possible to
obtain adequate estimates of the power spectral density
(PSD) using several bits even at high band occupancy.

2 Problem statement

The results of publications analysis show that the
issues of assessing the effect of one-bit quantization on
spectrum sensing under conditions of high occupancy
and wide dynamic range of signals, in particular,
the creation of spurious spectral components arising
at high SNR, remain unexplored. In particular, there
is no information on the influence of the number of
signals in the analyzed frequency band, their SNR, and
spectrum occupancy on the detection characteristics
of these signals. The limits of the values of signal
parameters at which it is advisable to analyze spectrum
using a one-bit ADC have not been investigated.

The aim of the research is to determine the peculi-
arities and conditions under which it is advisable to
accomplish spectrum sensing in sophisticated radio-
electronic environment using one-bit ADC.

3 One-bit ADC
spectrum sensing

search for

The problem with using low-bit, in particular one-
bit, ADCs is the SNR deterioration and the occurrence
of spurious spectral components at medium and high

SNR values. These spectral components can be eith-
er harmonics or non-harmonics of the input signal.
Moreover, the fewer bits of the ADC and lower the
SNR, the more spurious components are observed [29].
The appearance of such harmonics in the detection of
signals in the frequency domain leads to false detecti-
ons, especially if there are several signals with different
powers in the analyzed frequency band at the same
time.

To deal this negative phenomenon, a randomizati-
on process is used, which consists in adding noise
to the analog signal before the ADC. This method
produces a noisy analog signal that more clearly crosses
the quantization level boundaries of the least signi-
ficant bit of the ADC. After that, the quantizati-
on noise becomes more random and with a reduced
level of unwanted harmonic components. Randomizati-
on increases the average noise level in the frequency
domain, but improves the SNR, since it destroys the
correlation of the quantization noise with the input
signal and an averaging operation can be performed.
It is advisable to use randomization when converting
low-level analog signals, periodic analog signals, and
slowly changing signals [29].

The maximum SNR of an ideal b-bit ADC in dB can
be calculated according to the following expression [29]:

(1)

where the first term corresponds to the dynamic range
of the ADC, and LF is the utilization factor calculated

as:
(2)

where o, — the root mean square value of the input
signal; 2V}, — full range of the ADC input signal.

In accordance with expression (1), the maximum
SNR value will be at o0, = V, and will be (6.020 +
1.76) dB. Real ADCs, taking into account additional
noise sources, have a SNR value 3-6 dB lower than that
calculated by expression (1). Increasing the sampling
rate by a factor of 4 provides the same gain in SNR as
increasing the ADC bit depth by 1 bit.

A one-bit ADC distorts the signal because it
takes the sign() function from the real and imaginary
components of the complex signal and thus removes all
information about the signal amplitude. The complex
signal at the output of a one-bit ADC can be written
in the following form:

SNR = 6.02b+4.77 + 201g (LF)

LF =0,/2V,,

z(n)=sign(s(n))=sign (I, + jQn)==x1+ j1, (3)
where sign() —a function that returns 1 if the argument
is positive, -1 for a negative argument, and 0 if the
argument is 0.

To combat such distortions in massive MIMO
systems, noise with a certain power is added to the
received signal [8-10]. The implementation of this
approach becomes possible due to the known limits of
signals dynamic range in the system. However, for radio
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monitoring systems, the dynamic range of signals and,
accordingly, the SNR value for each signal can vary
within a wide range, and adding noise to the recei-
ved signal can both improve and degrade the system
performance. Therefore, in spectrum sensing tasks, it
is necessary to control the SNR so that its value is
within the operating range. This task is complicated
by the fact that a large number of signals with different
bandwidth and SNR can be simultaneously present in
the analyzed frequency band.

In Fig. 1 is shown the dependence of the noise level
in the frequency domain for a one-bit ADC on the SNR
for a harmonic and a frequency-modulated signal at
different values of the ratio of the signal bandwidth
Af to the analyzed frequency band AIl = F, (Fy =
10 MHz) n). The variance of the complex Gaussian noise
with zero mean was 2. The SNR value in the time
domain can be estimated by the following expression:

SNR; = — s (4)

MQ‘Q
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where 02, 02 — signal and noise variances, respectively.

Accordingly, the SNR in the frequency domain can
be approximated as the ratio of signal power to noise
level or using the values of SNR;, the bandwidth of the
complex signal, and the sampling rate:

F
SNR; ~ 101g (SNR;) + 101g (Af) ~

~ 101g (SNR;) — 101g(n). (5)
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Fig. 1. Dependence of noise level in frequency domain
for one-bit ADC on SNR

The PSD of complex signal samples was calculated
for the following parameters of the Welch periodogram:
the length of the FFT window is Nppr = 16384, the
overlap between adjacent windows is R = Nppr/2,
the number of accumulated periodograms is M = 30,
and the type of window function is Hamming. In this
case, the number of samples to be analyzed is N =
Nppr + (M — 1)R. In the absence of a signal, the
noise level for both the one-bit ADC and the 12-bit

ADC are the same and in this case are about minus
1 dB. As the SNR increases, the noise level of a one-
bit ADC decreases. This is due to the fact that noise
components with low amplitude will be superimposed
mainly on large signal values, not those close to 0, and
will be rejected during one-bit quantization. With an
increase in the relative width of the signal spectrum 7,
the SNR. value at which a sharp decrease in noise level
begins decreases.

Fig. 2a shows PSD of harmonic at SNR of -10dB,
and Fig. 2b at a SNR of 20 dB over the entire frequency
band. As we can see, with SNR increasing, a large
number of spurious harmonics appear, and the level
of the useful spectral component and the noise level
decrease. This is due to the transformation of the
harmonic signal into a meander with values of 1 and -1,
which leads to the rejection of more and more energy
of both signal and noise with SNR increasing.

In this case, the spurious spectral components begin
to appear at an SNR of about -5 dB. The spectral
component that corresponds to the signal has the maxi-
mum power and is easy to distinguish. However, this
situation will change when there are several signals
with different powers in the analyzed frequency band
and it will be almost impossible to detect useful signals.
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Fig. 2. Harmonic PSD for SNR -10 dB (a) and 20 dB (b)
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In Fig. 3a is shown the dependence of the SNR in ti-
me domain, at which it is possible to detect a harmonic
signal (lower group of lines) and the appearance of a
spurious spectral component (upper group of lines),
on the length of the FFT window at different values
of the number of averaged periodograms M. When the
length of the FFT window is doubled, the gain in SNR
in the frequency domain when detecting a signal is
about 3 dB, regardless of the number of accumulated
realizations of the FFT M. Also, when the Nppr is
doubled, the SNR value at which spurious spectral
components appear decreases by about 1 dB. Increasi-
ng the integration time (FFT length) by a factor of 4
reduces the noise amplitude by a factor of 2 or by 6
dB (3 dB in power), which is equivalent to 1 additional
ADC bit.
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Fig. 3. SNR dependency, at which it is possible to
detect harmonics and the appearance of spurious
components (a), and dynamic range (b) on FFT length

The approximate dependence of the SNR in dB, at
which it is possible to detect a harmonic signal for a
one-bit ADC, on the length of the FFT window Ngpr
and the number of implementations of the FFT M, can
be written in accordance with the following expression:

SNRdet (NFFT) M) ~—4.3 ID(NFFT) —7.56 lg(M) +18.

(6)

Similarly to (6), we can write an expression for the

SNR in dB, at which spurious spectral components
appear:

SNRspur(NFFTa M) ~—1.44 IH(NFFT) —2.7 1g(M)—|—14
(7)

These expressions were obtained by author for the
Hamming window function. For other types of win-
dows, the appropriate loss factor should be used [30].

Fig. 3b shows the dependence of the dynamic range
D on the Nppr for different M, at which it is possible
to detect a harmonic signal without the risk of spurious
spectral components.

Subtracting expression (6) from expression (7), we
can obtain an equation for calculating the dynamic
range D in dB for harmonic detection:

D ~ 4.861g (M) + 2.861n (Nppr) — 4. (8)

Expressions (6)-(8) were obtained for values of the
FFT window lengths in the range from 128 to 16384.

Thus, the cost for simplifying the hardware
implementation and lower power consumption when
using a one-bit ADC compared to an ADC of higher
bit resolution is a narrowing of the dynamic range of si-
gnals. These limitations are due to the rejection of part
of the signal energy due to one-bit quantization and
the spreading of signal energy over spurious spectral
components.

Compared to an unquantized signal, the loss in the
SNR of a one-bit ADC when detecting signals is about
2 dB, regardless of the periodogram parameters. This
is because one-bit quantization reduces both the signal
and noise levels, and the difference between these levels
remains almost unchanged. This statement is true for
those SNR in which spurious spectral components do
not yet appear and the signal energy does not spread
over them.

With an increase in the relative signal bandwidth 7,
the SNR,.: value at which signal detection is possible
and the spurious spectral components SNR,,,, appear
increases. When the Nppr is changed from 16384 to
128, a signal with n = 0.1 can be detected at SNR
values ranging from -13 dB to -9 dB, and spurious
spectral components appear at SNRs from 5 dB to
8dB.

Also, with an increase in 7, the dynamic range
within which operation is possible without the
appearance of spurious spectral components became
narrower. The value of the dynamic range practically
does not depend on the parameters of the Welch peri-
odogram and for n = 0.1 is about 17 dB.

In Fig. 4a is shown the PSD of the signal at a SNR
of 20 dB with a value of n = 0.1 for Npppr = 16384
and M = 30, and Fig. 4b — at n = 0.3. The PSD is
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shown for a one-bit and 12-bit ADC. From Fig. 4a it
is evident that with an increase in the number of the
spurious component, its amplitude decreases and the
bandwidth increases. In Fig. 4b, the spurious spectral
components have generally turned into a continuous
noise-like pedestal. This effect is manifested at n > 0.3.
In this case, the risk of spurious spectral components
disappears. The SNR at which the spurious spectral
components appear for n ~ 0.3 can be estimated
approximately by expression (7) by adding 9 dB to it.

40 A i
30

20 A

PSD, dB
=
o

o 1 2 3 4 5 6 7 8 9 10
Frequency, MHz

(a)

= kT
20 | :

15 4 t
i

10 '
!
i

‘
‘
!
i
!

|

;

i

PSD, dB
8

0o 1 2 3 4 5 6 7 8 9 10

Frequency, MHz
(b)

Fig. 4. PSD for n = 0,01 (a) and n = 0,3 (b) for
SNR 20 dB

Fig. 5a shows the dependence of the signal strength
in the frequency domain on the SNR for different values
of the relative signal bandwidth for a one-bit and a 12-
bit ADC. In the latter case, the signal strength in the
frequency domain increases linearly for all values of the
SNR.

For a one-bit ADC, at a certain value of SNR, the
signal level practically stops growing. Moreover, the
larger 7, the lower the SNR when its’ growth stops.
A similar behavior is observed for the dependencies
of the SNR (Fig. 5b). For a 12-bit ADC, the relati-
onship between these quantities is almost linear. For a
one-bit ADC, the SNR in the frequency domain also

grows almost linearly up to a certain value of SNR,
after which the growth rate slows down and then stops
altogether.
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Fig. 5. Signal level (a) and SNR dependencies in
frequency domain (b) on SNR in time domain

In sophisticated electronic environment, when the
analyzed frequency band contains signals with di-
flerent types of modulation, different bandwidths, and
approximately equal powers, the total received signal
will be noise-like. In this case, the spurious spectral
components appear at higher SNR than for individual
signals with a given bandwidth (expression (7)). In this
case, the value of occupancy n can be written in the
following form:

K
_Zl Afi
i=
AT 9)
However, when there is one component in the signal
mixture with a much higher SNR than for other signals,
there is a risk of spurious spectral components.
As a generalization of the previous calculati-
ons, Fig. 6 shows approximate graphs of the SNR
dependence in the time domain, at which it is possi-

ble to detect the signal SNR4.:(n) and the spurious
spectral components SNRp.,(n) appear for Nppr =

T]%
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1024 and M =10 (a) and Nppp = 16384 and M = 30
(b). The area shaded between these curves for each
value of n corresponds to the dynamic range in which
unambiguous signal detection is possible. It can be
seen from these graphs that the value of the dynamic
range expands with increasing the length of the FFT
window. Also, when 7 increases to values around 0.2,
the dynamic range became narrower. For n > 0.2, the
value of D remains almost unchanged.
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Taking into account equations (5)-(6), the value of

the SNR at which signal detection is possible can be
written in accordance with the following expression

SNRdet (NFFT, M, 77) ~
(10)

Similarly, taking into account expression (7), we
can write down the dependence of the SNR at which
spurious spectral components appear:

SNRspur (NFFT7 M7 77) ~

~ —1.44In(Nppr) — 2.71g(M) + 1.5In(n) + 24.5.
(11)

From these dependences, it can be concluded that
under conditions of a priori uncertainty about the radio
electronic environment, in order to reduce the risk of
spurious spectral components due to the high value of
the SNR, it is advisable to choose small values of Ngpr
and as large values of M as possible.

In Fig. 7a is shown the spectra for a harmonic si-
gnal and two frequency-modulated signals with relative
bandwidths of 0.1 and 0.3, respectively, and a SNR
of 5 dB for each signal. The parameters of the Welch
periodogram are for Npppr = 1024 and M = 30. In
Fig. 7b is shown a similar graph for the case when the
SNR of the harmonic signal is 25 dB. As we can see, the
appearance of a powerful harmonic signal completely
masks other signals and creates harmonic spurious
spectral components.
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Fig. 7. PSD for harmonic with SNR of 5 dB (a) and
25dB (b)

In Fig. 8a is shown the PSD for the previous signal
environment at SNR 35 dB for a signal with n = 0.1.
This signal almost completely masked the harmonic
and created a set of spurious spectral components in
the form of two broadband signals. At a SNR of 35dB
for a signal with n = 0.3 (Fig. 8b), the remaining
signals are completely masked by a wide pedestal.
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Since after a one-bit ADC the energy of the
complex signal remains unchanged and amounts to 2N
regardless of its shape, at high values of the SNR, the
signal flows into spurious spectral samples where the
signal is absent. However, at a certain value of the SNR,
this process stops and the PSD will remain practi-
cally unchanged with further increase of the SNR.
This phenomenon is observed for n > 0.3. For this
case, the noise level does not decrease with increas-
ing SNR, since the energy of the spurious spectral
components forms an almost continuous pedestal in
the entire frequency band. Thus, for n = 0.3, with
an increase of SNR, the difference between the signal
and noise levels is about 12 dB. At n = 0.5, this
difference is 10 dB, and for n = 0.8 — 8 dB. Moreover,
with an increase in Nppp, these ratios remain almost
unchanged. For the case of a harmonic signal, with
an increase in the SNR, the noise level decreases and
additional spectral components appear. The powers of
the remaining components remain unchanged.

For a one-bit ADC, the moments of time when
the signal value is zero are significant (expression (3)).
Since the signal amplification operation does not affect

these moments of time, the use of a logarithmic ampli-
fier to narrow the dynamic range of signals will be
appropriate only if you use an ADC with more than
1 bit.

Under conditions of a priori uncertainty about the
received signals’ SNR and bandwidth, which are typi-
cal conditions for spectrum sensing, adding noise to
the received signal in the entire analyzed frequency
band can either improve or degrade the performance
of signal detection algorithms. The same applies to
the case of adding noise only in some part of the
analyzed frequency band. In this case, the risk of spuri-
ous combination spectral components arising from the
superposition of bandpass noise and received signals
increases. Moreover, the parameters of the spurious
components depend on the amplitude, frequency, and
phase relations between the parameters of the received
signals and noise.

The SNR can also be reduced by adjusting the
signal gain before the ADC. However, in this case,
it is necessary to measure the noise and signal levels,
which will complicate the technical implementation of
the spectrum analyzer.

4 Real life radio electronic envi-
ronment analysis

The signal was recorded using a software-defined
radio receiver HackRF One in the 20 MHz band with
a resolution of 8 bits. Before calculating the PSD, the
recorded quadrature signal was transformed according
to expression (3), which simulates the operation of a
one-bit ADC. In Fig. 9a is shown the PSD of DVB-
T2 digital television signals, and Fig. 9b — GSM and
4G LTE signals in the 900 MHz band. For compari-
son, these graphs show the PSD of signals after 8-bit
ADC. As can be seen from these spectra, the distortion
introduced by a one-bit ADC is to reduce the SNR of
the signals in the frequency domain. It is also worth
noting that the shape of the signal spectrum after one-
bit ADC repeats the shape of the spectrum after an
8-bit ADC, except for the absence of some weak signals.

Figure 10a shows the PSD of 4G LTE signals in the
1800 MHz frequency range and 3G UMTS signals in the
2100 MHz frequency range (Fig. 10b). Despite the high
SNR for both signals, spurious spectral components are
not clearly observed, and the distortion of the PSD
is manifested in a decrease in signal levels. The PSD
in Figs. 9-10 are calculated for Npppr = 1024 and
M = 30.
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Figures 11 shows the PSD for the frequency range
of 935-965 MHz for the FFT window lengths Nppp =
1024 (a) and Nppr = 16384 (b) and M = 30. Due
to the high SNR of some signals, there is a signifi-
cant distortion of the PSD, which is manifested in the
complete masking of some, even relatively powerful
signals, and a change in the spectrum shape in the
analyzed frequency band.

Thus, the use of a one-bit ADC for spectrum sens-
ing will be justified only when there is information on
the analyzed frequency bandwidth and the SNR of the
signals that can be observed. Then, using expressi-
ons (10)-(11), it is possible to obtain the values of
the parameters of the Welch periodogram, at which
it is possible to calculate the PSD in the analyzed
frequency band without the appearance of spurious
spectral components.
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Conclusions

The scientific novelty of the results obtained is the
determination of analytical dependencies that allow
to calculate the values of the SNR at which signals
can be detected and spurious spectral components
appear. These dependencies take into account only the
parameters of the Welch periodogram and the level of
spectrum occupancy. In general, SNR value must not
be greater than 5-10 dB for all occupancy levels. Tt
is shown that the use of one-bit ADC for spectrum
sensing will be justified only when there is information
on the occupancy of the analyzed frequency band and
the SNR of the signals that can be observed. The
results obtained in the study do not contradict the
results presented in [17,20,27] and provide justification
for the feasibility of using one-bit ADC for spectrum
sensing.

Prospects for further research in this area are to
study the possibility of reconstructing signals in the
time domain after bandpass filtering of signals detected
in the frequency domain.
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OcobuinBocTi aHaJi3y pagiovacTOTHOTO
CIIEKTPAa IPU BUKOPHUCTAHHI OAHOOITHOTO
aHAJIOTO-1I(PPOBOTO TIEPETBOPEHHST

Byeatios M. B.

Bukopucranusa aBTOHOMHUX CEHCODIB [l aHAJI3Y IMH-
POKHX CMYT PAJi0IACTOTHOIO CIIEKTPA BUMAra€ BUKOPUCTA-
HHsI BUCOKOIIBUIKICHUX aHAJIOrO-IIU(POBUX IIEPETBOPIOBA-
qip (AIIIl). Po6ora Takux mpucrpoiB i3 BHCOKOIO PO3ps:-
aHicTIO TIoTpebye moTy»XHOCTI Kisbka BT. Bukopmcramms
onuobiTHrx AITII 103BOIUTD 3MEHNIUTHU CIOXKUBAHY TIOTY-
JKHICTH Ta CIIPOCTATHU AHAJIOIOBY YACTHHY HPANMAYA.

MeTo0 IO0CHiIKeHb € BHU3HAYEHHS OCOOJMBOCTEHR Ta
YMOB, IIPH fKHX [OIIJIHHO AHAJII3YyBATH PAJI09ACTOTHHIL
CIIEKTP B yMOBaX CKJIQIHOI DPaioeIeKTPOHHOI 0OCTAHOB-
kn i3 BukopmcranaaM omaobiTHOro AIIII. IIpoGnema Bm-
kopucranus takux AIIIl nossrae y noripuiessi BigHO-
mennst curHas-uryM (BCIID) Ta BUHMKHEHHI Napa3suTHHX
CIIEKTPAJIbHUX CKJIAJIOBUX IPU CePEIHIX Ta BUCOKUX HOTO
3HAYEHHAX. 3aBJaHHs PaJIOMOHITOPUHIY YCKJIAIHIOETHC
THM, 10 B CMy3i 9aCTOT QHAJI3y MOXKeE TepedyBaTh OIHO-
YaCHO BeJIHMKA KiTbKICTh CUTHAJIB 3 PI3HUMU 3HAYCHHIMU
wupunau cuexkrpa ra BCIII.

Ilicas onrobiTrOro AITII eHeprisi KOMIIEKCHOTO CHI'HA-
JIy 3aJIMIIAETHCH HE3MIHHOIO He3aJIeKHO Bif #oro dopmm.
Towmy mpu Bucokux 3uaquenusx BCIII ciioctepiraernes mepe-
TiKaHHA CHTHAJIY y IAPa3UTHI CIEKTpaJbHI cKIaaosi. 1lpn
36ibIIeHH] mUpuHA criekTpa curaary 10 30% Bix mmpuam
CMYTHU aHAJII3Y i BUIE MAapAa3UTHI CIIEKTPAJIbHI CKJIQI0BI me-
PeTBOPIOIOTHCS y CYIIJIBHAN HNIMPOKOCMYTOBHUI IT'€1eCTaL.
OrpumaHo aHATITUYIH] 3aJ1€2KHOCT], 0 I03BOJISIOTH PO3pa-
xoByBaTn 3HadenHs BCIII, npu SKUX MOXKJ/IMBE BUSIBJIEHHS
CUTHAJIB Ta 3'SIBIAIOTHCS IIAPA3UTHI CIEKTPAJIbHI CKJIa0BI.
Jlami 3as1eKHOCTI BPaxXOBYIOTHh IapaMeTpH IepiogorpaMu
Yemaa Ta piBeHb 3aBaHTaXkeHOCT. Pe3ynahraTn anasisy pe-
QIBHUX CHUTHAJIB ITOKa3aJjH, mo GHopMa CIEKTPA CUTHAIY
nicss opuobitaoro AITIT nmosropioe dopmy criekTpa micis
8-6irHoro AIIIl 3a BHHATKOM BiACYTHOCTI HeSKUX CJIa0-
Kux curuaJis. 1l1aToro 3a cipomenHsa anapaTHOI peasIi3aril
Ta MEHIII eHepro3aTparTh IPU BUKOPUCTAHHI OHOOITHOIO
AIII B mopiBustHHL 3 AIIIT 6isibIIOl PO3PSATHOCTI € 3BY-
JK€HHd IOUHAMIYHOTO MOialla30Hy CHTHAJIB. BukopucTaHHA
onuobitaoro AIIIT ana Bemenus pagioMonHiTOpuHrY Oyie
ONpPaBIAHMM JINIIE B yMOBaX, Koy € imdopmaris oo
3aBaHTaxkeHOCTI cmyru gacTor aHamuisy ta BCII curmasiis,
fAKI MOXKYTb CIIOCTEPiraTucs.

Karowosi caosa: pagiodacTOTHHI CIEKTpP; Mapa3wUTHI
CIIEKTPAJIbHI CKJIA IOBl; OHOOITHE KBAHTYBAHHS; PaJIiOMO-
HITOPHHI; TUHAMIYHUN JTiara30H
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