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The article considers several issues related to the functioning of discrete extreme control systems. Namely,
the influence of noise in the measuring path of the extreme control system on the process of finding the
extremum of the characteristics of the control object. White noise with a centered Gaussian distribution is
used as a noise model. To organize the process of finding the extremum in discrete extreme control systems,
it is necessary to measure the extreme characteristic of the control object. After the measurements, the
results are compared and a decision is made on the direction of finding the extremum. The presence of noise
in the measuring path of the extreme control system distorts the measurement results. Depending on the
characteristics of the noise and the extreme characteristic of the control object, the results of comparing
the measured values in each specific case may be correct or incorrect. In the case of an incorrect result of
comparing the measured values of the extreme characteristic of the control object, an incorrect decision
is made about the direction of finding the extremum. This leads to an increase in the time of finding the
extremum. The article determines the maximum possible probability of making an incorrect decision about
the position of the extremum. Various cases of noise influence on the results of measuring the extreme
characteristic of an object, which are the cause of erroneous determination of the position of the extremum,
are considered. The dependences of error probability in determining the position of the extremum on the
noise variance and the steepness of the extreme characteristic of the control object are obtained. Various
options for organizing the search for the extremum are considered, which allow reducing the probability of
error. An algorithm for searching for the extremum in extreme control systems is proposed, which minimizes
the probability of error in the process of searching for the extremum.
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Introduction

There is a certain class of control objects that have
an extreme characteristic F,.., = f(X) (ECCO). As
an example, we can consider a photovoltaic battery,
the dependence of the output power of which on the
voltage (current) is extreme [1-3], an ultrasonic pi-
ezoelectric transducer, the mechanical power of which
has an extreme dependence on the excitation frequency
[4-6] and others [7]. The task of the extreme control
system is to find the extremum on the ECCO and
ensure the functioning of the object at the point of the
extremum regardless of external disturbances. Extreme
control systems are often used in radio electronics.
For example, [8] describes a system for tuning the
resonator into resonance according to the criterion of
minimum reflected power. The article [9] describes the
use of an extreme control system for the organization of
a wireless power supply system for biomedical sensors.

Methods for finding extremum can be divided into two
types: analog (continuous) and discrete (digital) [10].
These methods and devices for their implementation
are described in [11-15].

Discrete methods are based on measurements of the
values of the ECCO F,.,(i) = f(X(¢)) for different
discrete values of the search action step size X (7).
Subsequently, the values of the ECCO Fi.4(X (7)) and
Freg(X (i + 1)) are compared. Based on the results
of this comparison, a conclusion is made about the
further direction of the search for the extremum.
In real automatic control systems, noise is always
present in the measurement path. The presence of noi-
se causes errors in the measurements F..q(X (7)) and
Freg(X (i + 1)). If the measured value

Frcasurel = Freg (X(Z)) teér

is greater than the measured value

(1)

Fmeasure2 - Freg(X(i + ]-)) + £2, (2)
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where €7 and ey are random variables, the appear
due to noise, and the true value F,r.4(X(i)) <
Freg(X (i + 1)), an incorrect conclusion will be made
about the position of the extremum.

1 Determining the probability of
an incorrect decision about the
position of the extremum in the
presence of noise

Let us assume that the measurement channel
contains noise with a Gaussian distribution of absolute
values of the noise signal €, with zero mathematical

2

expectation p = 0O:
* e’
exp| ——= |,
4 202
o — variance.

Let us also assume that the noise signal is ergodic
and its properties are close to those of white noise, i.e.
the noise autocorrelation function R, approaches the
delta function. Or, in the case of “colored” noise, the
time interval of measurements exceeds the correlation
interval. This means that the random variables €1, 9
have the same distribution of absolute values and are
statistically independent. We will also assume that the
time interval between measurements is greater than the
transient time in the control system.

fa = (3)

oV2r

2 Determining the maximum
possible probability of an
incorrect decision about the
position of the extremum

Figure 1 shows all possible variants of the results of
the ECCO measurements, which make up a complete
group of events. This means that the probability P of
an event, which consists in the realization of one of the
measurement variants shown in Fig. 1, P = 1.

If the measurement result corresponds to that
shown in Fig.1,b, that is, when ;1 > 0, g5 > 0,
it is possible to make both the correct and incorrect
decision. The probability of this is equal to the product
of the probability that the random variable e; > 0
and the random variable e5 > 0 . This probability:
P, =0,25.

In the case of the variant Fig.1,c, when €1 < 0,
€9 < 0, it is also possible to make both the correct and
incorrect decision, the probability of which is also equal
to P. = 0,25. The situation is similar to the variant
Fig. 1,d, when €; < 0, g2 > 0, Py = 0, 25. Instead, the
measurements are presented in Fig. 1,a, when ¢; > 0,
€9 < 0, unlike the others, is only favorable for making

the right decision. The probability of this is also equal
to P, =0, 25.

Therefore, we can conclude that the probability of
making a wrong decision about the position of the
extremum cannot be greater than:

Pmistake(maa:) S 0, 75.

(4)

3 Calculating the probability of
wrong decision about the posi-
tion of the extremum

To determine the method for calculating the
probability of an incorrect decision about the posi-
tion of the extremum, let us consider one of the
cases of measurements of the ECCO Feqsure(?),
Freasure(i + 1), favorable for making both the correct
and incorrect decisions, namely the case shown in
Fig. 1,c.

The measurement result in Fig. 1,c, will be
incorrect when:

le1] > |AFes| + le2,
£1,82 < 0.

()

The probabilistic characteristics of the random vari-
ables €1, €5 are completely described by the probability
density function (1). Figure 3 shows the corresponding
distribution functions taking into account their posi-
tion relative to ECCO F,.;, = f(X). The probability
that the random variable €5 appears in the interval
Aeg = —e9(i) + e2(i + 1) is approximately equal to
P(e2(i)) = f(e2(i))Acq, where f(e2(i)) is the value of
the density function of the random variable e5 at any
point in the interval Aes. In order for a wrong decision
about the position of the extremum, it is necessary that
the random variable 1 be in the interval ¢; € (—o0;
—(AF,¢4 + iAey) (Fig. 3). The probability of this is
equal to:

(6)

where f(e1) is the density distribution of the random
variable €1.

Since the random variables £1,e5 are statistically
independent, the probability of an erroneous decision in
this case is equal to the product of these probabilities:

—AF,cg+i-e2
Pler(i)) = / F(e1) den,

oo

—AFregti-e2
Pe(i) = f(ea(i) - 2 / Fer) de,

oo

(7)

—Ps 1 Fregte2
Ps~ 1 =~ f(e21(i)) - Az—:g/ f(e1) der+

oo
—AFycg+2-€2

f(e1)dei+

—AF,«eg—&-n-ag
f(51) d€1,

+ f(e22(7)) - A€2/

oo

+ f(eanli)) - Aes / (®)

o0
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Fig. 2. Results of measurements of ECCO values, favorable for wrong decision about the position of the extremum
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Since f(e1) = f(e2) =

written as:

0 —AFregte
Ps~q :/_ f(a)/ f(e1) de de.

—00

(9)

f(g), relation (9) can be

(10)

To find the total probability of a wrong decision
in the situation shown in Fig. 1,c, it is necessary to
add up the probabilities (7) for all ¢ and take the limit
transition as Aegy — 0.

It is known that [ f(e)de, where f(e) =

2 .
127'r exp (—;7) cannot be expressed in terms of

ag
elementary functions. Therefore, Ps~ was calculated

by a numerical approximation method. The result of
calculating the probability of error for the variance
0? =1, AF,., = 1 is shown in Fig. 4. From Fig. 4,
it is seen that when €2 — oo, P — 0.11123.
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Fig. 4. Dependence of the probability of an incorrect

decision about the position of the extremum on the

absolute value of the random signal e, for the situation
in Fig. 1,c, at 02 =1, AF,y =1

For the convenience of numerically determining
the probabilities of the remaining events favorable for
wrong decision (i.e., the options in Fig. 1,b,d), we
present them in the form shown in Fig. 2.

For the situation shown in Fig. 2, a, the probability
of wrong decision is equal to:

e’} —AFyey
Ps~» :/o f(€2)d52/ fle1)der =

_001 _AFreg
= 5/ fle)yde . (11)
For Fig. 2, b:
AF.,veg 7(AFT.eg762)
PZ3 :/ f({:‘z)/ f(El)d€1 d€2 =
0 —AFreg
AFyeq —(AFreg—e)
_ / £(e) / Fe)dede. (12)
0 —AFrey
For Fig. 2,c:
0 [e9)
Pz4=/ f(€1)d51/ f(e2) dea =
—o0 AFycqy
1 (o)
= f/ f(e)de. (13)
2 JAF,.,
For Fig. 2,d:
Pz5=/ f(€1)/ f(e2) deader =
0 AFyeg+er
:/ f(s)/ fle)dede. (14)
0 AFyeg+e

Considering the parity of the function f(¢), we can
state that: le = PZ5, PEQ = PZ4
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The total probability of wrong decision will be equal
to the sum of all probabilities:

Ps :2./0 o) /AFmg+sf(E) de det

oo AFcqy —AF,eg—¢
. de de.
+ /A RCE / £e) / NI

(15)

Graphs of the dependence of the probability of an
incorrect decision on the noise variance o2 for different
values of the ECCO increment AF,., are shown in
Fig. 5. Graphs of the dependence of the probability
of an incorrect decision on the value of the ECCO
increment AF,., for different values of the noise vari-
ance o2 are shown in Fig. 6.
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Fig. 5. Dependence of the incorrect decision about the

position of the extremum on the noise variance o2 for

the following values of the increment ECCO AF,.4:
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Fig. 6. Dependence of the incorrect decision about the

position of the extremum on the value of the increment

the ECCO AF,.4 at the following values of the noise

dispersion: Curve 1 — ¢2 = 100, Curve 2 — ¢2 = 50,
Curve 3 - 02 =10, Curve 4 - 02 =1

4 Discussion of results

From Fig. 5 and 6 it can be seen that the probability
of a wrong decision about the position of the extremum
asymptotically approaches the value Priistake maz <
0.75, i.e. condition (1) is fulfilled. Also, it can be
concluded that an increase in the noise variance o2
causes an increase in the probability of error when
searching for the extremum, whereas an increase in the
ECCO increment AF,., reduces this probability.

The magnitude of the ECCO increment AF.,
depends on the magnitude of the step of searching for
the extremum AX = X (i+1)—X(7) (Fig. 2, 3), as well
as on the “steepness” of the ECCQ, i.e., the derivative
namely:

reg

ax

dFyeq

AX.
dX

AFeq =

When approaching the extremum dg;g — 0,

therefore, the probability of error is increasing. In addi-
tion, with a large step AX, the accuracy of finding the
extremum is decreased, so the step AX cannot be made
too large, at least in the vicinity of the extremum point.

To reduce the probability of error, it is advisable
to reduce the noise variance, which is achieved by
multiple measurements of the ECCO with subsequent
averaging of the results. This decreases the variance of
the noise signal by /n times, where n is the number of
measurements [16].

However, such a procedure may increase the time
to reach the extremum: the measurement frequency
depends on the statistical characteristics of the noise
signal, namely on the form of its autocorrelation functi-
on R;. On the other hand, a significant probability of
error in determining the position of the extremum also
increases the time to reach the extremum, and with an
error probability P, > 0.5, movement in the direction
of the extremum stops altogether.

The number of measurements n will be determined
by how many times the variance needs to be reduced to
achieve the desired level of error probability. To achieve
the effect of variance reduction, the measurement time
interval must be greater than the correlation interval.

For the practical implementation of an extreme
control system that operates with a high level of noise
in the measuring path, the following operating algo-
rithm can be proposed:

1. Before starting the movement towards the
extremum, the necessary measurements (system
training) are performed: measurement of the noi-
se variance o2 — that is, measurement of the
autocorrelation function R, at zero delay 7.
The correlation interval is determined, and the
value AF,., is estimated as the mathematical
expectation:

A-Freg ~ E(FmeasureZ - Fmeasurel)~



38

Kyrpatenko I. M., Movchaniuk A. V., Yezerskyi N. V., Zinger Y. L.

2. Using relation (15), the probability of error in

determining the direction of movement towards
the extremum is calculated.

3. If this probability turns out to be greater than

acceptable, two options are considered: averaging
the measurement results or increasing the step of
searching for the extremum.

4. If the value of the correlation interval turns out

to be such that allows the required number of
measurements to be made without a significant
delay in moving to the extremum, a decision is
made to reduce the variance by averaging. When
approaching the extremum, the probability of
error increases due to the decrease in AF,.,. An
indicator of the increase probability of error can
be the increasing frequency of change of sign of
the measured value of the ECCO:

AF‘reg measure — L'measure2 — Fmeasurel-

5. In this case, it is necessary made to increase

the number of measurements for averaging.
The decision to reach the extremum is made
when, over a certain period of time, the
number of measurements AFcg measure With
a +sign is approximately equal to the number
of measurements AFj.cq measure With a negative
sign.

6. If the correlation interval turns out to be such

that averaging will lead to an unacceptably long
time to reach the extremum, a decision is made to
increase the step of searching for the extremum.
In this case, the probability of error also increases
as the extremum is approached. To reduce the
probability of error, the actions described in
section 5 should be performed. Due to the fact
that the averaging process in this case begins in
the vicinity of the extremum point, the time to
reach the extremum will not be too long.

Conclusions

To reduce the probability of error in an extreme

automatic control system, it is necessary to provide
for the possibility of measuring the characteristics of
the noise and ECCO. Knowing the parameters of the
noise signal and the ECCQO, it is possible, using (15), to
construct a control system in such a way as to minimize
the probability of error in determining the direction of
movement to the extremum.
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BnanB mrymy Ha mporec 3HaXOIKeHHS
€KCTPEMYMY B €KCTPEMAJTIbHUX CUCTEMAX
ABTOMATHUYHOI'O KEPYBAaHHI

Kupnamenxo I. M., Mosuaniox A. B.,
€szepcokuti H. B., Bineep 4. JI.

B crarTi po3rigmaoThbes mesiki mUTaHHS (DYHKIIOHY-
BAHHS [UCKPETHUX EKCTPEMAJIbHUX CHCTEM YIIPABJIIHHHI.
A came: BIuMB myMiB y BUMIpIOBaJLHOMY TPAKTi €KCTpe-
MaJIbHOI CHCTEeMW YIIPABJIIHHS HA IMPOIEC TOIIYKY eKCTpe-
MyMmy. Sk Momesnp myMy BHKOPHCTOBYETHCS OLamil mriym i3
[IEHTPOBAHUM TayCOBUM DPO3IomiioM. /l1a opranizarmii mpo-
1ecy TONMYKY eKCTPEMYMY B JIMCKPETHUX €KCTPEeMAaIbHHUX
CHCTeMaX YIPABJIHHA HEOOXiTHO HPOBOAWUTH BUMipPIOBAH-
Hl eKCTPEMAJIbHOI XapaKTEePUCTUKHU O0’€KTa YIPABJIIHHS.
Ilicna mpoBeneHHs BUMIPIOBaHB Pe3y/IbTATH BUMIPIOBAHD
[OPIBHIOIOTHCH 1 IPUAMAETHC PIIIEHHS PO HAIIPAMOK II0-
myKy excrpemyMmy. HagBHICTH NIyMiB y BHMipIOBaJIbHOMY
TPAKTI €KCTPEMAJIBHOI CHCTEMU YIIPABJIIHHS CIIOTBOPIOE Pe-
3y/IbTATU BUMIPIOBaHb. B 3aJiezkHOCTI Bij XapaKTepUCTUK

MIyMy i eKCTPEeMaJIbHOI XapPaKTEePUCTUKN 00’ €KTa YIIPABJIiH-
HST pe3y/IbTATH MTOPIBHSHHST BUMIPSTHUX 3HAYEHDb B KOXKHOMY
KOHKDETHOMY BHUIIQJKy MOXKYTh OyTH IpPaBUILHUMH, abo
HENPaBUIbPHUMU. Y BHUIAJKY HEIIPABU/IHHOIO PE3yJIbTaTy
TIOPIBHSIHHSI BUMIDSTHUX 3HAYEHbh €KCTPEMAJIHbHOI XapaKTe-
pucTuKy 00’€KTa YIPAB/IIHHS NPUIMAETHCS HEBipHe pimre-
HHf IIPO HAIIPSIMOK IOIIYyKYy ekcrpemyMmy. Lle mpmsBonurs
0 3061/IbITEHHST 9acy MOIIyKy eKcTpeMmMyMmy. B crarti BH-
3HaYeHa MAaKCHMAJIbHO MOXKJIMBA MMOBIDHICTH NpHIHATTS
HEIIPABUJIBHOIO PIIIeHHS IIPO IIOJI0KEHHS eKCTPEMYMY.

PosriisnyTo pi3Hi BUIAIKK BIUIMBY MIyMy Ha Pe3y/IbTa-
TH BUMIPIOBAHHS €KCTPEMAJIHHOT XapaKTepUCTUKN 06’€KTa,
SIKi € IIPUIMHOIO IIOMUJIKOBOTO BU3HAYEHHS [I0JIOKEHHS eKC-
rpemymy. OTpUMaHO 3a/1€KHOCTI HMOBIDHOCTI IIOMUJIKH Y
BU3HAYEHHI IIOJIOXKEHHS €KCTPEMyMYy BiZ mucmepcii mrymy
Ta KPYTU3HHU €KCTPEeMasIbHOI XapaKTepPUCTUKU O0’€KTa Ke-
pyBamusa. PosrssnyTti pi3Hi BapianTm opramizarii momyxky
EeKCTPEMYMY, SKi JI03BOJIAIOTH 3MEHIIUTH HMOBIPHICTH TIO-
MMUJIKZ. 3AIpOIOHOBAHO AJTOPUTM IIOUIYKY €KCTPeMyMy
B EKCTPEMAJIbHUAX CHCTEMAX YIPABJIIHHM, AKUNH MiHIMI3ye
MMOBIpPHICTh IOMHUJIKY B IIPOIIECI TIOIIYKY €KCTPEMYyMY.

Karwosi caosa: OLmit mrym; CHCTEMA €KCTPEMAJIbHO-
IO PEryJIOBAaHH:A; BIIHOMIEHHS CUTHAJI/TIYM; 3HAXO[XKEHHS
eKCTPeMyMy; UMOBIPDHICTD IIOMUJIKH
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